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Preface

heu-ris-tic [adjective]

1. serving to indicate or point out; stimulating interest asa means of furthering investigation.

2. encouraging a person to learn, discover, understand, or solve problems on his or her own, as by experimenting, evaluating possible
answers or solutions, or by trial and error: a heuristic teaching method.
[Source: Dictionary.com]

Introduction

This book is an outgrowth of classes given at the University of California,Santa Barbara, mainly for students who had little
mathematical background. Many of the students indicated they never understood what mathematics was all about (beyond what
they learned in algebra and geometry). Was there any more mathematics to be discovered or created? How could one actually
discover or create new mathematics?

In order to give these students some sort of answers to such questions, we designed a course in which the students could
actually participate in the discovery of mathematics. The class was not presented in the usual lecture fashion. And it did not
deal with topics that the students had seen before. Ordinaryalgebra, geometry, and arithmetic played minor roles in most of the
problems we addressed. Whatever algebra and geometry that did appear was relatively easy and straightforward.

Our objective was to give the students an appreciation of mathematics, rather than to provide tools they would need in some
field that required mathematics. In that sense, the course was like a course in music appreciation or art appreciation. Such courses
don’t attempt to train students to become pianists, composers, or artists. Instead, they attempt to give the students a sense of the
subject.
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Why do so many intelligent people have so little sense of the field of mathematics? A partial explanation involves the difficulty
in communicating mathematics to the general public. Without special training in astronomy, medicine, or other scientific areas,
a person can still get a sense of what goes on in those areas just by reading newspapers. But this is much more difficult in
mathematics. This may be so because much of modern mathematics involves very technical language that is difficult to express
in ordinary English. Even professional mathematicians often have difficulty communicating their work to other professional
mathematicians who work in different areas.

This isn’t surprising when one realizes how many areas and sub areas there are in mathematics.Mathematical Reviews(MR)
is a journal that provides short reviews of mathematical papers that appear in over 2000 journals from around the world. The
subject classification used by MR has over 50 subject areas, each of which has several subareas. Each of these subareas hasmany
sub-sub areas. A research mathematician might be an expert in several of the sub-sub areas, be conversant in several areas, and
know very little about the other areas.

Objectives

Our objective is to impart some of the flavor of mathematics. We do this in several ways. First, by actively participating in the
discovery process, a reader will get a sense of how mathematicians discover new mathematics.

A problem arises. Discovery often begins with some experimentation to help give a sense of what is involved in the problem.
After a while one might have enough understanding of the problem to be able to make a plausible conjecture, which one then
tries to prove. The attempt to prove the conjecture can have several different outcomes. Sometimes the proof works. Other times
it doesn’t work, but in trying to prove it one learns much moreabout the problem and identifies some stumbling blocks.

Sometimes these stumbling blocks seem insurmountable and one tries to prove they actuallyare insurmountable—the con-
jecture is false. That may create its own stumbling blocks. All the time one learns more and more about the problem. Finally one
either proves the conjecture or disproves it. (Or simply gives up!).

We shall see all of this unfolding in the several chapters in the book. Our discovery process will be similar to that of a research
mathematician’s, though our problems will be much less technical.

The first part of each chapter deals with a problem we wish to consider. We then go into the discovery mode and eventually
obtain some answers. After this we turn to other aspects of mathematics related to the material of the chapter. What is thehistory
of the problem? Who solved it? What are some related problems? How can other areas of mathematics be brought to bear on the
problem? Do computers have any role in solving the problems raised? What about conjectures that seemed to be true, but were
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eventually proven false? Or remain unsolved?
We have tried to find some balance between discovery and instruction. This is not always possible: it is impossible to resist

the many occasions when some idea leads naturally to anotherwonderful idea. The reader will not discover the connection, even
with prodding, so we drop our heuristic approach and explainthe new ideas. This is probably in the nature of things. When we
look back on everything we have learned, certainly it is all acombination of stuff we figured out for ourselves and other stuff that
we learned from others. It is the combination of the two that makes learning rewarding and productive. It is likely the stress on
just the instruction part that explains the many people in this world who claim to dislike or fear mathematics.

Prerequisites

The main prerequisite for getting much from this book is curiosity and a willingness to attempt the problems we present. These
problems usually set things up for the next stage in the discovery process. This is different from most text books, where the
problems at the end of a section are intended to firm the readers’ knowledge of the material just presented.

Almost all problems have answers supplied at the end of the chapter. The word ANSWER following a problem indicates
that an answer is supplied. For readers using a PDF file on a computer or laptop screen, that word is hyperlinked to the answer.
Readers working on a paperback version will have to scan the end of the chapter to find the appropriate answer.

When the book is read in a self-study manner, rather than in a classroom setting with an instructor to set the pace, there may
be a temptation to move ahead quickly, to get to the end of the process to learn the result. (Did the butler commit the crime?).
We urge that one resist the temptation. The students who got the most out of the class were the ones who participated actively in
the discovery process. This included working the problems as they arose. They said that understanding this process was of more
value to them than learning the answer.

In order to understand the material in most of the chapters, one needs a bit of algebra (just enough to be able to manipulate
some simple algebraic expressions, though such manipulations play only a very minor role), a bit of geometry, and a little
arithmetic.

One topic that is not usually covered in a first course in algebra ismathematical induction. This tool appears in several places.
Readers not familiar with mathematical induction can reasonably work through a chapter that has an induction argument until
that argument is needed. At that point, one can consult the Appendix where induction is discussed and induction proofs are given
that are relevant to various problems we discuss. Inductiondoes not take part in the discovery process—it is used only toverify
that certain statements are true.
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Rigor versus intuition

Professional mathematicians must be rigorous in their work. This involves giving careful definitions, even of apparently familiar
objects. This often involves a great deal of “technical machinery.” A mathematician needs to know such things asexactlywhat a
“curve” is, what it means to “go around a curve so that the inside is to the left,” how to mathematically describe the numberof
“holes” in a pretzel and the meaning of area.

It should be understood, however, that this is not the situation when a mathematician first starts thinking of a problem and
working out a solution. Things are rather vague and intuitive in the early stages. The polish and rigor appear in full force only in
the final drafts.

Since this book is not intended for mathematicians, who would require formal definitions and proofs, we can relax these
requirements considerably. Everything we say in an informal way canbe said in a mathematically rigorous way, but that is not
our purpose. Our purpose is to provide some of the flavor of mathematics and introduce the reader to topics that some students
were surprised to find involved mathematics. Thus we can takefor granted that readers intuitively understand concepts such as
curves, inside, left, holes, and area. We will occasionallydescribe a concept with which the reader may not be familiar,but our
overall style is primarily a leisurely, informal one.
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To the Instructor

One might notice that, on occasion, one or more problems follow after only a short discussion. This occurs when we believethis
short discussion already presents an opportunity for the reader to get a sense of how we might continue. When we taught the
class, we often found it convenient to make a small amount of progress on each of two chapters in one class session. How this
worked in practice varied with what happened in class discussion. Sometimes the material we list as problems actually became
part of the class discussion, rather than as problems to be discussed at the next class session. It worked best to be flexible and
see where the discussion took us in determining whether we should solve some of the problems in lecture form, or leave themas
problems to be discussed in the next class meeting.

In a typical one-quarter term we would have covered four chapters in a leisurely fashion, at least through the discovery of the
solution to the main problems of the chapter. We also were able to cover some of the material at the end of the chapters. Available
time, class interests, and level of difficulty relative to the students’ backgrounds determined what we covered.

We provide answers to most of the problems, in particular to those that point the way to further progress. We leave a few
unanswered. Some of these we used as quizzes or homework to becollected.
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Chapter 1

Tilings

It is easy to imagine a rectangle tiled with squares. The familiar checkerboard in Figure1.1 is a tiling of a square by sixty-four
smaller squares.

Figure 1.1: Checkerboard.

A little more artistically, the tiling in Figure1.2shows a rectangle that has been tiled into a number of smallersquares arranged
in an attractive design.

1
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Figure 1.2: Greek mosaic made with square tiles.

In both these cases all the squares are of equal size. This is familiar in the pattern we see for checkerboards or for many
ceramic tilings of kitchen floors. But what if the squares arenot all of the same size?

Figure 1.3: Tiling a rectangle with squares

Figure1.3has tiles of unequal size but many of them are of the same size.What if we insist thatno two of the squares can be
of the same size. A few moments of thought shows that this problem is much, much harder.
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How does one begin to discover such constructions? Perhaps after trying to find one you will give up in frustration and suspect
that no such tiling can exist.

We don’t recognize this as a problem that we can attack by any of the standard methods of arithmetic, algebra or geometry.
This is a situation that often arises in creative mathematics. We are faced with a problem but are at a loss about what toolsto bring
to bear on the problem. What to do? Faced with this type of problem, the creative mathematician would probably begin by trying
to get afeel for the problem by experimenting with a few examples.

1.1 Squaring the rectangle

The problem of tiling a rectangle with unequal sized squareshas been described by some as the problem ofsquaring the rectangle.
We do not know in advance on starting to look at such a problem whether there is a solution, and if there is a solution how we
should go about finding one.

Perhaps we should begin by seeing whether we can put togethera few squares (no two of the same size) in such a way that
they combine to form a rectangle. (At this stage, it’s almostlike working a jig-saw puzzle.)

Let’s start with a small number of squares. A moment’s reflection reveals that it is impossible to achieve our desired result
with only two or three squares. With four squares, there are quite a few ways in which the squares can be combined. Figure1.4
shows two possibilities that you might have tried.

Problem 1 Experiment with four, five, and six squares. That is, try to combine the squares in such a way that the resulting figure
is a rectangle. Remember thatno two squares can be the same size. Answer

1.1.1 Continue experimenting

Did you find a tiling of a rectangle by four, five, or six squares, all of different sizes? If so, check again. Are two of the squares
the same size? You do not need a ruler to check this. Simply putin the numbers which you think represent the lengths of the sides
of the squares and see if everything adds up right. For example, we might think that the configurations in Figure1.4are possible
after all. Maybe our drawing program does not quite get the job done, but the configuration there is possible with the rightchoice
of dimensions.
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Figure 1.4: Tiling a rectangle with four squares?

The chances are that you did not arrive at a solution to the problem. It must also have become clear that as the number of
squares we use in our experimenting increases, the number ofessentially different configurations we can put together increases
rapidly. Even with six squares, the number of configurationswe can try is very large—and it gets much worse if we tried to use
seven or eight tiles.

How should we proceed? Our experimenting has not brought us asolution to the problem. But that does not mean it was a
waste of time. We may have learned something.

1.1.2 Focus on the smallest square

For example, we may have noticed that many of our attempts ledto a certain difficulty. Perhaps we can find a way to overcome
this difficulty. Or, perhaps it is impossible to overcome, thereby making the problem one with no solution. What is this difficulty?
Consider again, for a moment, the configurations that you tried out while working on Problem1. For each of these look to see
where you placed the smallest square.
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Figure 1.5: Where is the smallest square?

In each case there appeared a small space neighboring the smallest tile. Perhaps you noticed a similar state of affairs insome
of your attempts with four, five or six tiles. If we were able tocomplete these attempts by adding more tiles, these small spaces
could accommodate only tiles which are small enough to fit into the space. And this would create even smaller spaces, to be filled
with even smaller tiles. We can certainly continue to add smaller and smaller tiles, but at some point the process must stop if we
are to arrive at a solution to our problem. At this point it maylook hopeless. Perhaps we can use what we have learned to prove
that there is no solution to the problem that uses only four, five or six squares.

1.1.3 Where is the smallest square

Let us focus on the difficulty we encountered. If thereis a solution, there must be a smallest squareS. And that smallest squareS
must fit into the picture somewhere. Where? Maybe we can show that there is no place for it to fit.

This is what our experimenting showed — whenever the smallest square was in one of our trials, there was a space neighboring
it which could accommodate only still smaller squares. (This might not have been true of all our trials, but it probably was true of
most of those trials that offered any hope of success.) Wherecould the smallest square fit? Could it be in a corner as in Figure1.6?
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S

Figure 1.6: Where is the smallest square? (In a corner?)

Is the smallest square in a corner? A moment’s reflection shows it can’t be. SinceS is the smallest square, its neighbors must
be larger as in Figure1.7.

S

Figure 1.7: The smallest square has a larger neighbor.

But that creates exactly the kind of space we’ve been talkingabout. Only squares smaller thanScould fit into that space.

Is the smallest square on a side? Similarly, we see thatScannot be on one of the sides of the rectangle as Figure1.8illustrates.
It’s two neighbors on that side must be larger than S; once again a small space is created. So, if there is a solution to the
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S

Figure 1.8: The smallest square has two larger neighbors.

problem at all, the smallest square must lie somewhere inside the rectangle, i.e., its sides cannot touch the border of the rectangle.

Problem 2 Do you think it is possible to find a tiling using exactly four squares of unequal size?

Problem 3 Do you think it is possible to find a tiling using exactly five orsix squares of unequal size?

1.1.4 What are the neighbors of the smallest square?

Did you find a tiling with five or six squares? If so, you’d better check that it really works. Did you find a proof that there is no
solution? If so, you’d better make sure you really have a proof.

Let’s analyze a bit more. Suppose there is a solution andS is the smallest square. We knowSmust be inside the rectangle.
What possibilities are there for the relationship betweenSand its neighbors?

A possible case? A neighbor ofSmight extend beyondS on both sidesas Figure1.9 illustrates. This, we see is not possible
because two other neighbors (the ones below and aboveS in the diagram) would then create a small space.

Another possible case? The smallest squareSmay have a side bordering on two neighbors as Figure1.10illustrates. This is
impossible for the same reason.
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S

Figure 1.9: Possible Neighbor of the smallest square? (No.)

S

Figure 1.10: Two possible neighbors of smallest square? (No.)

The only possible case! Each neighbor of the smallest squareShas a side which fully contains one side ofS, but extends on
one side ofSonly. Figure1.11illustrates this. Is this possible? At least no small space has been created. This is the only case we
cannot rule out immediately.



1.1. SQUARING THE RECTANGLE 9

S

Figure 1.11: Four possible neighbors of smallest square? (Maybe.)

What does a solution look like? We now know that if there is a solution, the only possible placement of the smallest squareS
is thatSbe somewhere inside the rectangle and be surrounded by its neighbors in a windmill fashion. We have not determined
that a solution exists. But we have learned something about what a solution must look like (if there is a solution at all).

This leaves us with two options: we could continue to try to show there is no solution. How might we try? Perhaps we can
still show that there is no place to putS. Or maybe the second smallest square creates a problem. Our alternative is to switch
gears again and try to show there is a solution. If we take thispositive option, we are far better off than we were at the beginning.
We need try only such constructions which have the smallest square surrounded by its neighbors in a windmill fashion. Let’s try
that for awhile and see what it leads to.

Problem 4 Experiment with four, five, and six squares trying to combinethe squares in such a way that the resulting figure is a
rectangle. (Same as Problem1, but use newly learned information.) Answer

1.1.5 Is there a five square tiling?

It is clear that we need not try to find a solution with four squares. One thing we’ve already learned is that a solution (if one
exists) requires at least five squares, namelySand its four neighbors. Let’s try a solution with five squares. Such a solution must
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involve Ssurrounded by its neighbors in a windmill fashion. Figure1.12illustrates an attempt at this. In the figureA, B, C andD
are squares surrounding a central squareS.

S

A

B
C

D

Figure 1.12: We try for a five square tiling.

Careful measurements of the sides of the squares in this configuration will reveal that they are not exactly squares. (Andwe
want them exactly squares.) But that may mean no more than that we weren’t careful with our drawing. And, after all, no one can
draw a perfect square! One would hardly discard the idea of a circle just because no one can draw a perfect circle.

If we think the diagram above represents a solution, we should try to find numbers representing the sides of the squares so
that all the requirements of our problem are satisfied.

An algebraic method To check that a proposed solution is correct or to prove that aproposed solution is impossible, we can
use some simple algebra. Suppose the diagram represented a solution. Denote the length of the side ofSby s and the length of
the side ofA by the lettera. The labeling is shown in Figure1.13.

Then,B has side lengths+a (why?) soC has side length

s+(s+a) = 2s+a
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mv Tile

s

a

b
c

d

Figure 1.13: a, b, c, d, and ands are the lengths of the sides of the “squares.”

andD has side length
s+(2s+a) = 3s+a.

But, looking atA, S, andD, we see thata= d+s. Thusa= 4s+a, that is,s= 0. This shows that our configuration is impossible.
The squareSreduces to a point, and the other four squares are all of the same size.

The only other possible five-square configuration using our windmill idea would look similar to this and would check out
negatively too. To this point, then, we have proved that it isimpossible to solve our problem with five or fewer squares.

1.1.6 Is there a six, seven, or nine square tiling?

In the problems below determine whether the suggested configurations can work. Don’t go by the accuracy of the drawing. Just
because some of the tiles don’t look like squares doesn’t mean that one can’t distort the picture some, keeping each tile in its same
relationship to its neighbors, and making all the tiles squares. In some cases you may need to use the algebraic techniqueof this
section.

Problem 5 Does this configuration in Figure1.14of six “squares” work?
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Figure 1.14: A tiling with six squares?

Answer

Problem 6 Does the configuration of seven “squares” in Figure1.15work?
Answer

Problem 7 Does the configuration of nine “squares” in Figure1.15work? Answer

Problem 8 Experiment some more. Construct diagrams like those in Problem5, Problem6 and Problem7. Answer

1.2 A solution?

While working on Problem8 you may have succeeded in arriving at a diagram such as the onethat appears in Figure1.16. We
don’t have to sketch it accurately; the figure suggests another possible configuration that might look like this. As usual, for our
method, the smallest square is labeled ass and its neighbor asa. The rest of the side lengths would then be determined as the
figure shows.
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Figure 1.15: A tiling with seven squares? With nine squares?

Can this configuration be made into a solution? That is, can values ofs anda be found so that all the rectangles are squares?
Since the right and left sides of the rectangle must have the same length, we calculate

7a+6s= 9a−s

or
7s= 2a.

If, for example. we takea= 7 ands= 2 we would have 7s= 2a and we would arrive at the following diagram in Figure1.17, the
tiny square having side 2.

Thus, we see there is a solution to the nine square problem after all. And, to be sure, the diagram that we and you used for
this solution would not have had tiles thatlooked like squares(unlike the final neat graphics here) but the algebra verifiedthat we
can create a tiling meeting all our conditions.

Problem 9 Here is the algebraic method of this section as described by William T. Tutte (1917–2002), one of the founders of this
theory:

“The construction of perfect rectangles proved to be quite easy. The method used was as follows. First we sketch a rectangle cut up into
rectangles, as in [Figure1.18]. We then think of the diagram a bad drawing of a squared rectangle, the small rectangles being really squares,
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3a+ 2s

2a+ s

a+ s a

4a+ 4s

s
a- s

4a

5a- s

Figure 1.16: Will this nine square tiling work?

and we work out by elementary algebra what the relative sizesof the squares must be on this assumption. Thus in [Figure1.18] we have
denoted the sides of two adjacent small squares byx andy and then that the side of the square next on the left isx+2y, and so on. Proceeding
in this way we get the formulae . . . for the sides of the 11 smallsquares. These formulae make the squares fit together exactly . . . . This gives
the perfect rectangle . . . the one first found by [Arthur] Stone.” ——W. T. Tutte [12].

Carry out all the arithmetic needed to construct Figure1.18, the initial sketch for Stone’s tiling. Then do the necessary
algebra to find the sides of the eleven squares. Answer
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25
16

9 7

36

2

5

28

33

Elements: 2, 5, 7, 9, 16, 25, 28, 33, 36

Figure 1.17: A tiling with nine squares!

1.2.1 Bouwkamp codes

Our solution of the rectangle in Figure1.17tiled with nine squares is something we might want to keep a record of and commu-
nicate to others. If we send someone a picture they can easilycheck that we have it all right and can see exactly what our solution
is. Suppose we communicate only the size of the smaller squares:

2, 5, 7, 9, 16, 25, 28, 33, 36.

A little more helpful would be to indicate also the size of thelarge rectangle, in this case

61× 69.
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2 x+ 5 y

x+ 2 y
y

x+ y

2 x+ y
x

x+ 3 y

3 x+ y

11y
14y- 3 x

3 x- 3 y

Figure 1.18: Initial sketch for Arthur Stone’s eleven-square tiling.

In theory that should be enough for someone who likes fiendishpuzzles, but these numbers alone don’t tell the story in any
adequate way. The picture does, but that is an inefficient wayto communicate our ideas.

The Dutch mathematician Christoffel Jacob Bouwkamp (1915–2003) devised a simple code that is much used nowadays.
Problem10 asks you to devise your own code, but the answer (found at the end of the chapter) gives the Bouwkamp code and a
brief description of how it works.

Problem 10 There are 21 square tiles in Figure1.19. How could you send a text message to a friend (no pictures allowed) that
would allow him to reconstruct this tiling?
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33 37
42

29 25
16

9 7
18 24

50
35

27

15 17 11
19

8

6

4

2

Figure 1.19: Can you reconstruct this figure from the numbers?

Answer

Problem 11 Give the Bouwkamp code for Figure1.17. Answer

Problem 12 Here are the Bouwkamp codes for the only ninth order squared rectangles. Construct the one that is not in the text
already.

Order 9, 33 by 32: (18,15)(7,8)(14,4)(10,1)(9)
Order 9, 69 by 61: (36,33)(5,28)(25,9,2)(7)(16)

Answer
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1.2.2 Summary

Let us reflect on where we have been so far in this chapter. We started with an interesting (but puzzling) geometric problem. It
was unlike the usual high-school geometry problems in that none of the usual techniques of geometry could be brought to bear
on the problem.

At first, the problem wasn’t one for which we had any ideas at all for a solution. So we played around with it in the hopes
of learning something. What we learned by experimenting enough was that there was a difficulty caused by the small space
adjoining the smallest square in most of our attempts. Maybethat was the key to the problem. Perhaps there was no solution, and
perhaps we could prove that by showing there’s no place for the smallest square.

We succeeded in eliminating certain placements for the smallest square, seeing that such placements always created asmall
spacethat needed an even smaller square. But one such placement did not seem to lead to any problem. We returned to the
drawing boards, armed with our new information. Eventuallywe were able to use a bit of algebra together with what we learned
to arrive at a solution.

So we’ve solved our problem. Now what? A creative mathematician might ask a lot of questions suggested by this problem.
Which rectangles can one tile with squares? Are there any squares that can be tiled with unequal squares? What other tilings are
possible or impossible?

For additional examples of tilings, see Stein [9]. In that reference one can find a leisurely development of a number of
questions related to tiling. In particular, a surprising way in which tiling and electrical theory are related is developed there and
leads to the theorem that if a rectangle can be tiled with squares in any manner whatsoever, then it can also be tiled by squares all
of the same size.

We will continue with some related material for those readers who want to purse these ideas further. For mathematicians no
problem ever stops cleanly: there are always some more questions to address, more ideas that our investigation suggests.

1.3 Tiling by cubes

What about tilings with other types of figures? One can ask analogous questions in higher dimensions. Is it possible to filla
rectangular box with cubes no two of which are the same size (as suggested in Figure1.20)? This is the three dimensional version
of the problem we just solved. At first glance it appears to be much more difficult. But, perhaps some of the insights we picked
up from the two-dimensional case can be of use to us in this three dimensional version.
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Figure 1.20: Tiling a box with cubes.

Problem 13 Determine whether or not it is possible to fill a three-dimensional rectangular box with cubes, no two of which are
the same size. Answer

1.4 Tilings by equilateral triangles

Figure1.21shows a tiling of an equilateral triangle with other equilateral triangles, but notice that there are several duplications
of same sized triangles in the figure.

Similar ideas to those developed so far in the chapter are useful in showing that it is impossible to tile an equilateral triangle
with other equilateral triangles no two of which are the samesize. Problem14asks you to do this.

1.4.1 (Tutte, 1948) If an equilateral triangle is tiled with other equilateral triangles then there must be two of the smaller
triangles of the same size.

This was first proved by W. T. Tutte in 1948 (see item [11] in our bibliography). An accessible account of this problem appears
as the chapter

W. T. Tutte,Dissections into equilateral triangles(pp. 127–139)
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Figure 1.21: Equilateral triangle tiling.

in the book by David Klarner that is reference [16] in our bibliography. A 1981 article by Edwin Buchman in the American
Math. Monthly (see [15]) shows, using Tutte’s methods, that there is no convex figure at all that could be tiled by equilateral
triangles unless at least two of those triangles are the samesize.

For further discussion of these topics see the book of Sherman Stein [9] that appears in our bibliography.

Problem 14 Show that it is not possible to tile an equilateral triangle with smaller equilateral triangles, no two of which are the
same size. Answer

1.5 Supplementary material

We conclude our chapter with some supplementary material that the reader may find of interest in connection with the problem
of squaring the rectangle.
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1.5.1 Squaring the square

We have succeeded in tiling some rectangles with unequal squares but none of our rectangles was a square itself. Is it possible to
assemble some collection of unequal squares into asquare?

The description of the problem assquaring the squareoriginates with one of the four Cambridge University students Tutte,
Brooks, Smith, and Stone who attacked the problem in 1935. Itwas intended humorously since it seems to allude to the famous
problem ofsquaring the circlewhich means something totally different and was well-knownto be impossible.

Tutte in his autobiographical memoir1 describes Arthur H. Stone (1916-2000) as the one of the four who proposed the problem.
He had found an old puzzle in a book of Victorian puzzles written by Henry Dudeney, an English puzzler and writer of recreational
mathematics.

Figure 1.22: Tutte and Stone.

See Figure1.23for Dudeney’s statement of his problem. The “solution” of the problem in the book is given by Dudeney in
Figure1.24where the inlaid strip of gold is the black rectangle in the middle. The problem is calledLady Isabel’s Casket. (In

1Graph Theory As I Have Known It, by W. T. Tutte (item [13] in our bibliography).
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Figure 1.23: Lady Isabel’s Casket (from a 1902 English book of puzzles).
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Victorian England a casket was not necessarily just for containing corpses, but could be “a small box or chest, often fine and
beautiful, used to hold jewels, letters or other valuables”[as defined in the World Book Dictionary].)

Figure 1.24: The “solution” to Lady Isabel’s Casket.
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Stone realized that the problem was tougher than Dudeney hadthought, for, if this figure were indeed theuniquesolution of
the problem, that could only mean that none of the squares in the figure could be divided into smaller unequal squares. They
learned that the great Russian mathematician Nikolai Nikolaievich Lusin (1883–1950) had conjectured that no square could be
squared. Thus the four of them decided that they could make their reputation by solving this Lusin Conjecture:no square can be
subdivided into a collection of squares no two of the same size.

In fact they not only succeeded in squaring the square but in finding deep connections to the problem with graph theory and
electrical networks.

The smallest squared-square Did you notice that Figure1.19is a squared-square? Problem10 asked for the Bouwkamp code
for this tiling by twenty-one unequal squares. This is the lowest order example of squaring the square.

Observe that every squareS, whether the length of its sides is an integer, a rational number or even an irrational number, can
be tiled with squares of unequal size. Just shrink or stretchthe square in Figure1.19to the size ofS. This gives a tiling ofS.

A final word. The problem that began this chapter was to determine whetherit is everpossible to tile a rectangle with squares
of unequal sizes. We answered this question in the affirmative. The question remainswhichrectangles can be tiled in this manner.
The answer to this question is given following the answer to Problem19.

1.5.2 Additional problems

For those readers who did not get enough problems to work on here are some more. We also have added some more Bouwkamp
codes problems as they appear to be popular entertainments (much like Suduko problems). Note that with these codes one can
design jig-saw puzzles consisting of unequal squares whichmust be assembled to form a large rectangle. The Bouwkamp codes
themselves then are quick descriptions of how to assemble the pieces to solve the puzzle.

Problem 15 Here are the Bouwkamp codes for all of the tenth order squaredrectangles. Sketch the tiling figures for as many of
these as you find entertaining.

Order 10, 105 by 104: (60,45)(19,26)(44,16)(12,7)(33)(28)
Order 10, 111 by 98: (57,54)(3,7,44)(41,15,4)(11)(26)
Order 10, 115 by 94: (60,55)(16,39)(34,15,11)(4,23)(19)
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Order 10, 130 by 79: (45,44,41)(3,38)(12,35)(34,11)(23)
Order 10, 57 by 55: (30,27)(3,11,13)(25,8)(17,2)(15)
Order 10, 65 by 47: (25,17,23)(11,6)(5,24)(22,3)(19)

Problem 16 Here are the Bouwkamp codes for all of the eleventh order squared rectangles. If this still amuses you, sketch some
more figures.

Order 11, 112 by 81: (43,29,40)(19,10)(9,1)(41)(38,5)(33)
Order 11, 177 by 176: (99,78)(21,57)(77,43)(16,41)(34,9)(25)
Order 11, 185 by 151: (95,90)(5,24,61)(56,25,19)(6,37)(31)
Order 11, 185 by 168: (100,85)(43,42)(68,32)(1,41)(4,40)(36)
Order 11, 185 by 183: (105,80)(33,47)(78,27)(19,14)(5,56)(51)
Order 11, 187 by 166: (99,88)(10,78)(1,9)(67,25,8)(17)(42)
Order 11, 191 by 162: (97,94)(26,68)(65,32)(9,17)(33,8)(25)
Order 11, 191 by 177: (102,89)(40,49)(75,27)(48,19)(10,39)(29)
Order 11, 194 by 159: (100,94)(29,65)(59,25,16)(9,7)(36)(34)
Order 11, 194 by 183: (102,92)(31,23,38)(81,21)(8,15)(60)(53)
Order 11, 195 by 191: (105,90)(15,31,44)(86,34)(18,13)(57)(52)
Order 11, 199 by 169: (105,94)(19,75)(64,33,8)(27)(31,2)(29)
Order 11, 199 by 178: (102,97)(16,81)(76,15,11)(4,23)(19)(42)
Order 11, 205 by 181: (105,100)(6,13,81)(76,28,1)(7)(20)(48)
Order 11, 209 by 127: (72,71,66)(5,61)(1,19,56)(55,18)(37)
Order 11, 209 by 144: (85,57,67)(47,10)(77)(59,26)(7,40)(33)
Order 11, 209 by 159: (89,49,71)(27,22)(5,88)(32)(70,19)(51)
Order 11, 209 by 168: (92,64,53)(11,42)(44,31)(76,16)(73)(60)
Order 11, 209 by 177: (96,56,57)(55,1)(58)(81,15)(66,4)(62)
Order 11, 97 by 96: (56,41)(17,24)(40,14,2)(12,7)(31)(26)
Order 11, 98 by 86: (51,47)(8,39)(35,11,5)(1,7)(6)(24)
Order 11, 98 by 95: (50,48)(7,19,22)(45,5)(12)(28,3)(25)

Problem 17 If a rectangle is tiled by squares, all of different sizes, the second smallest square cannot touch the border of the
rectangle. Prove this statement.
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Problem 18 Suppose we are given a rectangle of dimensions a×b. Can this rectangle be subdivided into equal sized squares?
Answer

Problem 19 Suppose we are given a rectangle of dimensions a×b. Under what circumstances can you be sure that this rectangle
cannotbe subdivided into a finite number of (not necessarily equal)squares? Answer

1.6 Answers to problems

Problem 1, page 3

Figure1.25shows some possibilities with four unequal squares that youmight have tried. These two are unsuccessful.

Figure 1.25: More experiments with four squares.

Problem 4, page 9

A four square configuration can’t have a windmill and so we canpass over the possibility of a four square arrangement. Yourfirst
try at the five square configuration (using the windmill idea around the smallest square) might look like that in Figure1.26. Does
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this, indeed, represent a possible solutionif we get the dimensions right? Our drawing program won’t produce accurate squares
but the layout looks promising.

Before reading on in the text, try to see if you can find dimensions that would make this configuration work. Label the side
lengths of the squares and see if there are numbers that work.If you can show that there cannot be such numbers then you will
have succeeded in showing that this particular arrangementdoes not work.

S

A

B
C

D

Figure 1.26: We try for a five square tiling.

Problem 5, page 11

In the figure of Problem5, we see that two of the tiles have a common side. If they are to be squares, they must be the same
size, violating a condition of our problem. Thus we do not need to do the algebra. A tiling that looks like this does not solve our
primary problem: find a tiling with all squares ofdifferent sizes.

Problem 6, page 12

In the figure for Problem6, we see a plausible configuration. None of the squares (if indeed they could be squares) is the same
size as any of the others. We need to find exact numbers that would make this work.
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If the diagram could be a solution, we can spot which of the squares could be the smallest. Denote the side of that square by
s and denote the side of its right-hand neighbor bya. We then compute the (sizes of) the sides of the remaining squares arriving
at the diagram in Figure1.27.

s

a+ 2s

a

2a- s

a- s
3a- 2s

a+ s

Figure 1.27: Lengths in terms of sides of 2 adjacent squares for Figure1.15.

Since the top and bottom of a rectangle are of equal length,

3s+2a= 5a−3s

so that 2s= a. Thus two of the rectangles would have to have sides equal to 3s. Again this violates our primary objective: find a
tiling with all squares ofdifferent sizes. Did you notice that other requirements are violated?

Problem 7, page 12

Again we see no immediate objection to this configuration: itmight work. Let’s do our algebraic computations. There are several
ways to do this. Here’s one in Figure1.28. that gives us the sizes of some of the squares. We now computethat the darkest square
in the figure has side

(a−3s)−a−s=−4s.



1.6. ANSWERS TO PROBLEMS 29

This is again impossible, now because we have produced a negative number for the length of a side.

a- 2s

s

a- 3s

a
a- s

Figure 1.28: Some square lengths labeled for Figure1.15.

Remark Note that our arguments never involved a statement such as “this tile is much too thin to be a square.” Even if we
had been correct with such a statement, this would not rule out a similar configuration in which all the tiles were squares.Such
a configuration could possibly have been achieved by proper vertical and horizontal stretchings of the entire configuration. But
our arguments in all three of the problems in this section showed that something was inherently wrong with the ways some ofthe
tiles related to their neighbors. One couldn’t stretch the configurations and render all the tiles squares of different sizes.

Problem 8, page 12

0.K. We are now ready to take another crack at finding a solution. We have a simple and easy to apply algebraic method for
checking our proposed solution. We know in advance where to place the smallest square.

If our attempts fail, perhaps we can discover some unresolvable difficulty inherent in the problem. If we can prove that
there is such an inherent unresolvable difficulty, then we will have proved the problem has no solution. Many problems posed in
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mathematics have no solution and we might be equally proud ofshowing that the problem is impossible as finding an answer.
But first, experiment some more.
Keep in mind that there must be more than five squares, the smallest must be surrounded by its neighbors in a windmill

fashion, and the requirements of the problem must be met. Apply our algebraic method for obtaining the sizes of the sides of the
tiles (if they are to represent a solution) and see what that leads to. Instead of proceeding almost blindly, try to modifydiagrams
you have already studied, such as those in this section. See what went wrong with these attempts and try to overcome the difficulty
(or try to find some irreconcilable difficulty).
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Problem 9, page 14

77

34
9

25
41

16

43
57

99
78

21

Elements: 9, 16, 21, 25, 34, 41, 43, 57, 77, 78, 99

Figure 1.29: Realization of Arthur Stone’s eleven-square tiling.

The dimensions of Stone’s tiling are shown in Figure1.29. Just do the elementary algebra using the same method that weused
and you should be able to discover all of the dimensions. You may wish to compare the length of the side of the rectangle in the
upper right hand corner with the lengths of the sides of the two rectangles below it to obtain 16y= 9x.
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Problem 10, page 16

A reasonable start at communicating the configuration in Figure1.19 is to start at the upper left corner and report the adjacent
squares at the top from left to right:

50, 35, 27.

Then what to report next? You might decide to spiral around the outside of the square in a clockwise direction. But that would
likely end up in trouble. The Bouwkamp method is just to keep reporting left to right all the new squares you see at each level.
There are ten levels in the picture (count them) and so you need a report at each of these levels. The level is defined by the top of
the squares, starting with the very top level which we decided to report by the numbers [50, 35, 27].

In the Bouwkamp code, brackets are used to group adjacent squares with flush tops, and then the groups are sequentially
placed in the highest (and leftmost) possible slots. For this example of the 21-square illustrated in the problem the code is

[50,35,27], [8,19], [15,17,11], [6,24], [29,25,9,2], [7,18], [16], [42], [4,37], [33].

Problem 11, page 17

[36,33], [5,28], [25,9,2], [7], [16].
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Problem 12, page 17

14

18
15

4

10 9

7
1

8
32

33

Figure 1.30: A 33 by 32 rectangle tiled with nine squares.

In Figure1.30is a picture that corresponds to the Bouwkamp code

Order 9, 33 by 32: (18,15)(7,8)(14,4)(10,1)(9).

Problem 13, page 19

It is a bit more difficult to experiment with the three-dimensional setting than it was with the two-dimensional setting.The remark
before the problem suggests that “some of the insights we picked up from the two dimensional case can be of use to us in this
three dimensional version.” The key in two dimensions was the use of the smallest square argument. Try this:
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Use the smallest cube argument!

Don’t read the rest of the answer without trying again. You may wish to glance at Figure1.31.

Our proof is an indirect one. We assume that there is such a construction and find that there is a contradiction.
Suppose a rectangular box were filled with cubes no two of which were of the same size. Consider only those cubes which

lie on the bottom of the box. The bottom faces of these cubes tile the floor of the box by squares, no two of the same size. The
smallest of these tiles must be surrounded by four other tiles in a windmill fashion. LetK1 be the smallest of the cubes lying on
the floor of the box. From what we just said, we see thatK1 is surrounded by four larger cubes which form atoweraroundK1 as
suggested in Figure1.31.

Figure 1.31: A tower of cubes aroundK1.

Now consider those cubes whose bottoms lie on the top face ofK1. Their bottom faces tile the top face ofK1. As before, we
conclude that the smallest of theseK2 is surrounded by four larger cubes which form a tower around it.
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Continuing in this manner we see there can be no end to this process. No matter how many of these cubesK1, K2, K3, . . . we
have obtained, there must still be smaller ones lying on top of the smallest obtained to that point.

Thus, we have proved this:

1.6.1 (No cubing the box)It is impossible to fill a rectangular box with cubes, all of different sizes.

Our techniques in the tiling problem of studying the location of the smallest square was useful to us in two ways: firstly, it gave
us information about the structure of tilings of rectanglesby squares of different sizes—the smallest square must be surrounded in
a certain way by its neighbors; secondly. It suggested an approach to solving the analogous problem in three dimensionalspace.

Problem 14, page 20

The smallest cube argument that succeeded for Problem13 suggests that asmallest triangle argumentcan be developed for this
problem, and indeed very similar ideas will work here.

Our proof is again an indirect one. We assume that there is such a construction and find that there is a contradiction.
Assume that we have a tiling by smaller equilateral triangles, all of different sizes. Start by looking for the smallest triangleS

that touches the bottom of the triangle. Argue that it must look like Figure1.32.

S

Figure 1.32:S is the smallest triangle at the bottom of the tiling.

Then look for the smallest triangleT that touches the top of the triangleS. Argue that it must look like Figure1.33. This
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argument keeps going indefinitely and so we shall soon run outof triangles, just as in our solution to Problem13 we ran out of
cubes.

S

T

Figure 1.33:T is the smallest triangle that touchesS.

Problem 18, page 25

To begin the problem check that, whena andb are integers then the rectangle can be easily subdivided into abequal sized squares,
all of side length 1.

Supposea or b is not an integer anda/b can be expressed as a fractionm/n, wheremandn are positive integers. Thena= cm
andb= cn for some numberc. Thus take small squares of side lengthc and there are certainlymnsuch squares fitting inside the
rectangle.

If a/b is not a fraction (i.e., it is an irrational number) then there would be no choice of side lengthc for the small squares to
work out. In modern language two real numbersa andb arecommensurableif a/b is a rational number (i.e., a fraction). Thus the
answer to the problem is that we must requirea andb to be commensurable.

Problem 19, page 26

We just saw in Problem18 that a rectangleR cannot be tiled with equal squares unless the sides of the rectangle are commensu-
rable. It is also true for any tiling by a collection of squares that this same condition must be met. A proof that a rectangle can be
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so tiled if and only ifa andb are commensurable is given in

R. L. Brooks, C. A. B. Smith, A. H. Stone and W.T. Tutte,The dissection of rectangles into squares,Duke Math. J.
(1940) 7 (1): 312–340.

Probably the first proof of the theorem thata rectangle can be squared if and only if its sides are commensurable is by Max Dehn,

Max Dehn, Über Zerlegung von Rechtecken in Rechtecke, Mathematische Annalen, Volume 57, September 1903.

though it might be rather more inaccessible to most of our readers.



Chapter 2

Pick’s Rule

Look at the polygon in Figure2.1. How long do you think it would take you to calculate the area?One of us got it in 41 seconds.
No computers, no fancy calculations, no advanced math, justtruly simple arithmetic. How is this possible?

The projects in this chapter have as their centerpiece work published in 1899 by Georg A. Pick (1859–1942). His theorem
supplies a remarkable and simple solution to a problem in areas. Set up a square grid with the dots equally spaced one inch apart
and draw a polygon by connecting some of the dots with straight lines. What is the area of the region inside the polygon?

You will likely imagine counting up the number of one-inch squares inside and then making some estimate for the partial
squares near the outside. Pick’s Rule says that the area can be computedexactlyandquickly: look at the dots!

As is always the case in this book, it is thediscoverythat is our main goal. Many mathematics students will learn this theorem
in the traditional way: the theorem is presented, a few computations are checked, and the short inductive proof is presented in
class. We take our time to try to find out how Pick’s formula might have been discovered, why it works, and how to come up with
a method of proof.

39
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P

Figure 2.1: What is the area of the region inside the polygon?

2.1 Polygons

In Figure2.1 we have constructed a square grid and placed a polygon on thatgrid in such a way that each vertex is a grid point.
The main problem we address in this chapter is that of determining the area inside such a polygon. We need to clarify our language
a bit, although the reader will certainly have a good intuitive idea already as to what all this means.

Familiar objects such as triangles, rectangles, and quadrilaterals are examples. Since we work always on a square grid the line
segments that form the edges of these objects must join two dots in the grid.

2.1.1 On the grid

We can use graph paper or even just a crude sketch to visualizethe grid. Formally a mathematician would prefer to call the grid a
lattice and insist that it can be described by points in the plane withinteger coordinates1.

1It is usual for mathematicians to describe the integers

. . . ,−4, −3, −2, −1, 0, 1, 2, 3, 4, . . .
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But we shall simply call itthe grid. It will often be useful, however, to describe points that are on the grid by specifying the
coordinates.

Problem 20 A point (m,n) on the grid is said to be visible from the origin(0,0) if the line segment joining(m,n) and (0,0)
contains no other grid point. Experiment with various choices of points that are or are not visible from the origin. What can you
conclude? Answer

2.1.2 Polygons

It is obvious what we must mean by a triangle with its verticeson the grid. Is it also obvious what we must mean by a polygon
with its vertices on the grid? We certainly mean that there are n points

V1, V2, V3, . . . , Vn

on the grid and there aren straight line segments

V1V2, V2V3, V3V4, . . . , VnV1 (n≥ 3)

joining these pairs of vertices that make up the edges of the polygon. Figure2.2 illustrates. Need we say more?

Problem 21 Consider some examples of polygons and make a determinationas to whether the statement above adequately
describes a general polygon on the grid. Answer

2.1.3 Inside and outside

A polygonP in the plane divides the plane into two regions, an inside andan outside. Points inside ofP can be joined by a curve
that stays inside, while points outside can be joined by a curve that stays outside. If you travel in a straight line from a point inside
to a point outside then you will have crossed the polygon. Allthese facts may seem quite obvious, but a proof is not easy.

Nor is it as obvious as simple pictures appear to suggest. Imagine a polygon with thousands of vertices shaped much like a
maze or labyrinth. Take a point somewhere deep in the maze andtry to decide whether you are inside or outside of the polygon.
We might be convinced that there is an inside and there is an outside but it need not be obvious which is which.

by the symbolZ (the choice of letter Z here is for Zahlen, which is German for“numbers”). Then the preferred notation for the grid consisting of all pairs
(m,n) wherem andn are integers (positive, negative, or zero) would beZ2.



42 CHAPTER 2. PICK’S RULE

V1

V2

V3

V4

V5 V6

V7

V8

Figure 2.2: A polygon on the grid.

For these reasons we merely state this as a formal assumptionfor our theory:

2.1.1 Every polygon P in the plane divides the plane into two regions, theinsideof P and theoutsideof P. Any two points inside
(outside) of P can be joined by a curve lying inside (outside)P. But if a line segment has one endpoint inside P and the other
outside P, then this line segment must intersect P.

It is common to call the inside apolygonal region, to refer to the polygon itself as theboundaryof the polygonal region, and to
refer to points inside but not on the boundary asinterior points. For simplicity, we often refer simply to theinsideof the polygon.

Problem 22 If you are given the coordinates for the vertices of a polygonspecified in order and the coordinates of some point
that is not on the polygon, how might you determine whether your point is inside or outside the polygon? Answer
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2.1.4 Splitting a polygon

A polygoncan be splitinto two smaller polygons if there is a line segmentL joining two of the vertices that is inside the polygon
and does not intersect any edge of the polygon (except at the two vertices which it joins). Figure2.3 illustrates one particular

LM

N

Figure 2.3: Finding a line segmentL that splits the polygon.

case. The large polygon with eight vertices has been split into two polygonsM andN. The polygonM has five vertices and the
polygonN also has five vertices.

This splitting property is fundamental to our ability to prove things about polygons. If every polygon can be split into smaller
polygons we can prove things about small polygons and use that fact to determine properties that would hold for larger polygons.

Problem 23 Figure 2.3 shows one choice of line segment L that splits the polygon. How many other choices of a line segment
would do the split of the large polygon? Answer

Problem 24 Experiment with different choices of polygons and determine which can be split and which cannot. Make a conjec-
ture.

Answer
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Problem 25 Prove that, for every polygon with four or more vertices, there is a pair of vertices that can be chosen so that the
line segment joining them is inside the polygon, thus splitting the original polygon into two smaller polygons. Answer

Problem 26 In Figure 2.3 the large polygon has eight vertices. It splits into two polygons M and N each of which has five
vertices. Each of the smaller polygons has fewer vertices than the original eight. Is this true in general? Answer

2.1.5 Area of a polygonal region

A polygonal region (the inside of a polygon) has anarea. This is rather more straightforward than the statement about insides and
outsides. If you can accept the elementary geometry that youhave learned (the area of a rectangle is given by length× width,
the area of a triangle is given by 1/2× base× height) then polygonal area is simple to conceive. Break thepolygon up into
small triangles (as in Figure2.4 for example); then the area would be simply the sum of the areaof the triangles. Figure2.4 is
considered atriangulationof Figure2.1.

Figure 2.4: A triangulation of the polygon in Figure2.1.

There are more sophisticated theories of area but we don’t need them for our process of discovery here. It is really quite
clear in any particular example how to triangulate and therefore how to find the area. Better is to show that any polygon canbe
triangulated.

Problem 27 Figure2.4 illustrates a triangulation of the polygon P. Can you find a different triangulation? Answer
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Problem 28 Using the splitting argument of Section2.1.4show that every polygon can be triangulated by joining appropriate
pairs of vertices. Answer

2.1.6 Area of a triangle

Let begin with an elementary geometry problem. We ask for thearea of a triangle with its three vertices at the points(0,0), (s, t),
and(a,b) on the grid. Figure2.5illustrates one possible position for such a triangle. Thisproblem will not necessarily help solve
our main problem (finding a simple method for all polygons) but it will be an essential first step in thinking about that problem.

H0,0L

Ha,bL
Hs,tL

T

Figure 2.5: Triangle with one vertex at the origin.

What method to use? The first formula for the area of a triangle that all of us learned is the familiar

1/2× base× height.

With that formula can we easily find the area of all triangles on the grid? Yes and no. Yes, we can do this. No, sometimes we
wouldn’t want to do it this way.

We can find (although not without some work) the length of any side of a triangle since the corners are at grid points. But
finding the height would not be so obvious unless one of the sides is horizontal or vertical.

Is there a formula for the area of a triangle knowing just the lengths of the three sides. Should we pursue this?
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Seem reasonable? Given a triangle on the grid we can use the Pythagorean theorem to compute all the sides of the triangle.
Once you know the sides of a triangle you know exactly what thetriangle is and you should be able to determine its area.

Heron’s formula Search around a bit (e.g., on Wikipedia) and you will likely find Heron’s formula. If a triangleT has side
lengthsa, b, andc then

Area(T) =
√

s(s−a)(s−b)(s−c)

where

s=
a+b+c

2
is called the semiperimeter ofT (since it is exactly half of the triangle’s perimeter). Wikipedia lists three equivalent ways of
writing Heron’s formula:

Area(T) =
1
4

√

(a2+b2+c2)2−2(a4+b4+c4)

Area(T) =
1
4

√

2(a2b2+a2c2+b2c2)− (a4+b4+c4)

and

Area(T) =
1
4

√

(a+b−c)(a−b+c)(−a+b+c)(a+b+c).

While all this is true and we could compute areas this way, it doesn’t appear likely to give us any insight. Well, these computations
will work, but after a long series of tedious calculations wewill not be any closer to seeing how to find easier ways.

So, in short, not a bad idea really, just one that doesn’t prove useful to our problem. This problem should encourage you to
find a different way of computing the area of triangles on the grid.

Decomposition method to compute triangle areas A better and easier method for our problem is to decompose a larger, easier
triangle that contains this triangle. Then, since the pieces must add up to the area of the big triangle (which we can easily find)
we can figure out the area of our triangle by subtraction.

In Figure2.6we show a larger triangle containingT that has vertices at(0,0), (0,b), and(a,b). This triangle has basea and
heightb and so areaab/2. The figure shows the situation for the point(s, t) lying above the line joining the origin and(a,b) and
t < b. There are other cases. Problem29 asks you to verify that the formula we obtain is valid in all cases.
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H0,0L

Ha,bL

Hs,tL

H0,bL

H0,tL

Hs,bL

T

Figure 2.6: Decomposition for the triangle in Figure2.5

In the figure we see, in addition toT itself, two triangles and a rectangle. The dimensions of therectangle aresby b− t. The
base and height of the triangle below the rectangle aresandt; the dimensions of the triangle to the right of the rectangleareb− t
by a−s. Thus this decomposition of the large triangle must give

ab
2

= Area(T)+s(b− t)+
st
2
+

(a−s)(b− t)
2

.

The rest is now algebra, but fairly simple if a bit longer thanyou might prefer. We see that

Area(T) =
1
2
{ab−2(s(b− t)−st− (a−s)(b− t)}

Tidy this up and find that

Area(T) =
at−bs

2
.

You should be able to verify that, in the cases we didn’t consider for the location of the point(s, t), we obtain the same
formula, or the formula with the sign reversed, that is

Area(T) =
bs−at

2
.
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The simplest way to report our findings is to give the formula

Area(T) =

∣

∣

∣

∣

at−bs
2

∣

∣

∣

∣

which is valid in all cases. (This is Problem29.)
This is likely more algebra that most of our readers would care to see. Nothing here was all that difficult however. This

formula is not simple enough to be a candidate for our “simple” area calculation formula.

Problem 29 Figure 2.6 shows how to compute the area of a triangle T that has verticesat (0,0), (s, t), and (a,b) but only in
the special case shown for which(s, t) lies above the line joining(0,0) and (a,b) with t < b. Draw pictures that illustrate the
remaining positions possible for the point(s, t) and show that in each of these cases the formula

Area(T) =

∣

∣

∣

∣

at−bs
2

∣

∣

∣

∣

is valid.

Problem 30 (Area experiment) Try computing a number of areas of polygons with vertices on the grids, record your results and
make some observations. Answer

Problem 31 Show that the area of every triangle on the grid is an integer multiple of1/2. Answer

Problem 32 Use Problem31 to show that the area of every polygon on the grid is an integermultiple of1/2. Answer

2.2 Some methods of calculating areas

Before attacking our area problem let us take a short digression to consider some possible methods of computing areas. How long
do you think it would take to calculate the area inside the polygonP of Figure2.7 that started this chapter by any of the methods
we have so far discussed?

The method we have already suggested for doing the computation would require us to break upP into the three triangles
displayed in Figure2.4, compute the area of each, and then add up the three areas. Butyou would notice that none of the three
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P

Figure 2.7: The polygonP and its triangulation

triangles has a horizontal or vertical side. It would take some calculating to determine the areas of these triangles. The methods
of Section2.1.6would certainly work for each of these three triangles and so, in a reasonable amount of time, we could indeed
compute the area of the polygon.

This is not impressive, however, and takes far longer than the 41 seconds that we claimed in our introduction. We should
consider some other approaches.

2.2.1 An ancient Greek method

Let’s look at another method that dates back to the ancient Greeks. They devised a method2 for approximating the area of any
shaped region.

Figure2.8shows the polygon with some grid squares highlighted. If we count the grid squares that lie entirely insideP, and
add up their areas, we have an approximation to the area inside P. This approximation is too small, because we have not counted
the contributions of the squares that lie only partially inside P.

We could also obtain an approximation to the area that is too large by including the full areas of those squares that lie partially
inside and partially outsideP. The exact area is somewhere between these two approximations. If we do this for the polygon in
Figure2.7, we find the two approximations are not that close to each other. This is so because there are so many grid squares,

2The ancient Greeks would not have used this method for findingareas of polygons. It would be used for circles and other figures that couldn’t be broken
into triangles.
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Figure 2.8: Too big and too small approximations

each of area 1, that are only partially insideP. the difference between counting them and not counting themis relatively large.

The method of exhaustion The two approximations will improve if we used smaller grid squares. They would improve again
if we used even smaller grid squares.

Suppose each grid square were subdivided into 4 smaller squares and the process were repeated. Do you see that the excess of
counting the partial squares is reduced, while the approximation obtained by not counting them is increased. In a more advanced
course one could show that by using smaller and smaller squares, one can obtain the exact area using the theory of limits. The
approximations that are too small increase towards the area, while the approximations that are too big decrease towardsthe actual
area.

How long do you think it would take to find the area ofP using this method?

This method is sometimes called themethod of exhaustionwhich refers to the fact that the area is exhausted by each step although,
as you can well imagine, it might be the person doing the computations that is exhausted.
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One wouldn’t actually have to computeall those approximating areas. A person well-versed with the limit process could
obtain formulas for the approximating areas at an arbitrarystage of the subdividing process and could then calculate the limit.
Still—not a quick process, probably slower than calculating the area by our first method.

2.2.2 Grid point credit—a new fast method?

Now for our purposes, the sizes of our squares are fixed – they all have area 1. To get an exact area we would have to calculate
the exact areas of the parts of the partial squares that lie insideP.

Is there a connection between the number of grid points and the number of grid squares inside a grid polygon? Perhaps we
can find a way of assigning “grid point credit” to grid points that mimics the approximations we discussed. Since we don’t have
the option of reducing the size of grid squares, we seek a formula that gives an exact area, not one that requires some sort of limit.
Perhaps we can do this by giving credit to points depending ontheir location inside the polygon. Let’s see if we can formulate a
method of assigning full or partial credit to grid points.

If we were dealing with the whole plane, rather than with the inside of a polygon, we would note that every grid point is a
corner point of four squares, and every grid square had four grid points as corners. Thus one could count grid squares by counting
grid points. Of course, we are not dealing with the whole plane, we are dealing with a polygon. But it does suggest a start.

Assigning credit When a grid pointp is “well inside” the polygon, all four squares that havep as a corner are insideP. Let’s
try giving full credit of 1 to such points.

What about other points? When only a certain part of the four squares that have the point as a corner lies insideP, we try
giving that point proportional credit.

Notice there are several grid points, such as the pointq, on an edge ofP, many grid points likep “well inside” P, points like
w that are insideP but near an edge, vertices likev and points likeu that are outside ofP but near an edge.

In this simple figure, we see that only half of the area of the four squares that haveq as a corner lies insideP. Let’s try half
credit forq. You can check that the same is true of all grid points that areon an edge ofP, except the vertices where a similar
picture would suggest credit different from 1/2.

We have already determined that the pointp deserves credit equal to 1 because the four squares associated with p lie insideP.
At w the 4 associated squares appear to be more than half filled with points ofP, sow should get more than 1/2 credit. The

vertexv should receive more than 1/2 credit. Even points likeu that are outside but nearP deserve some credit. The exact amount
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vq

p

w

u

Figure 2.9: PolygonP with 5 special points and their associated squares

of credit each of these grid points deserves has to be calculated.
We can do this type of calculation for all grid points inside,on, or nearP, add up all the credits and get the exact area ofP.

Is this useful or practical? This would be useful if there were a way of assigning credit togrid points in a simple way, based
only on their location. Points well insideP, like p would get full credit, and all other points whose associatedsquares contain
points insideP (like q, w, v andu) would get credit between 0 and 1, based on the percentage of the area of the four associated
squares that lies insideP.

Will adding up all these credits give us the exact area? Yes, it will.
Is this practical? Is it easy? Would all grid points on an edgeof a polygon (except vertices) deserve credit exactly 1/2? Look

at Figure2.10.
Here the pointp is located on the boundary of the triangleT at (9,9). Our earlier example suggested that such a boundary

point should receive credit 1/2. But less than half of the area of the four squares having the pointp as a corner lies insideT. So
this point p doesn’t deserve half credit after all: it deserve less. We’dhave to do a calculation to determine the credit this point
deserves, even though it lies on an edge ofT. That would defeat our purpose of finding a simple and quick method of obtaining
the area.
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T

Figure 2.10: A “skinny” triangle.

We see that just knowing the location of a point gives no immediate clue as to the proper credit, unless the point is well inside
the polygon, or well outside it. A possibly messy calculation would be necessary to determine its proper credit.

How long do you think it would take to find the area ofP using this method?

The answer is “Way too long.” The process would involve so much calculation that for practical purposes it is useless.

Some other kind of credit? What now? We can give up the idea of assigning grid points credit. Or, we can keep that idea, but
use what we have learned from our earlier experiments to find away that does lead to a simple, practical method of calculating
the area.

This sort of situation often occurs in mathematical discovery. A plausible approach looks promising at first, but does not
achieve the desired outcome. Instead of giving up, the researcher retains part of that approach, but makes use of earlierexperi-
mentation and earlier results to find a similar method that has the desired outcome. In this case, it involves discoveringthe correct
simple and quick way to assign credit to grid points.
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2.3 Pick credit

The grid point credit idea based on area works certainly. It is entirely general since it offers a method to compute the area of any
figure. The figure need not be a polygon nor need it have any points on the grid itself for this to work. The method assigns a value
between 0 and 1 for every grid point but the nature of the pointoffers no help in guessing at the credit—it must be computed in
each case. The only exception is that points well-inside thepolygon clearly get a grid point credit of 1 and points well-outside get
a zero credit.

Because the method is so general we do not expect it to offer much insight into the current problem. Nor is this method easy
or fast. We want a fast and easy method for computing polygonal areas and we want a method that explains transparently why the
areas are invariably multiples of 1/2 (as we saw in Problem32).

We will still use the idea of assigning a value to each grid point but, encouraged by our earlier experiments and observations,
we will assign only values of 0, 1/2, or 1. We will not attempt to assign values that imitate the grid point credit values. Points
with a small grid point credit might well require us to assign1 or 1/2 and points with a large area assignment might well require
us to assign 0 or 1/2.

We can call thisPick creditwith the understanding that it will be in almost no way related to the grid point credit method we
have just proposed. As we have seen in working with grid pointcredit, the credit each point gets simply must be computed: there
is no way of looking at a point and deciding that some feature of the point justifies more or less credit.

For the Pick count we want to do no computations, although we are willing to look for any features of the point that might
require different credits. We cannot decide whether a pointdeservescredit (in the same way that the area credit computations
did). We must simply experiment with different possible assignments until we find the one that works.

2.3.1 Experimentation and trial-and-error

In order to get some familiarity with our problem let us compute some areas for a variety of polygonal regions constructedon
grids. These problems are essential training for our task and help reveal the true nature of the problem we are trying to solve. One
goal we have, in addition just to familiarization with area problems, is that of finding the appropriate Pick credit that might work
for our area problem.

A good starting point is to investigate the area of primitivetriangles. A triangle on the grid must have all three vertices on the
grid. If it contains no other grid points then it is called aprimitive triangle.



2.3. PICK CREDIT 55

Figure 2.11: Some primitive triangles.

Problem 33 (Primitive triangles) What can you report about the area of primitive triangles? Answer

Problem 34 Find a number of triangles that have vertices on the grid and contain only one other grid point, which is on the
edges of the triangle. What did you observe for the areas? Answer

Problem 35 Find a number of triangles that have vertices on the grid and contain only one other grid point, which is inside the
edges of the triangle. What did you observe for the areas? Answer

Problem 36 In Figure 2.12 we see a collection of four polygons each of which has 4 boundary points and 6 interior points.
Compute the areas and comment.

Answer

Problem 37 Show that it is possible to construct a polygon on the grid that has as its area any one of the numbers
1
2
, 1,

3
2
, 2,

5
2
, 3,

7
2
, 4, . . . .

Answer
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Figure 2.12: Polygons with 4 boundary points and 6 interior points

Problem 38 What numbers can appear as the area of a square on the grid? Experiment with various possibilities and then
explain the pattern you see. Answer

Problem 39 Look at Figure2.13. Compute the area of the rectangle R and the triangle T . Try assigning a Pick credit of1
to every point that is inside P and a Pick credit of0 to every point that is not. Points on the boundary or outside get 0 credit.
Consider how the area of interest compares with the total of the credits. Try some other simple figures as well. Answer

Problem 40 Repeat the preceding exercise but this time try assigning credit of 1 to every point that is inside or on P. Points
outside get zero credit. Answer

Problem 41 Can you see a way to improve the approximation in Problem40 by giving less credit for the grid points that lie on
the polygon (i.e., on the edges of the rectangle R or of the triangle T)? Answer
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R T

Figure 2.13: Compute areas.

Problem 42 Repeat Problem41 with a few more examples using rectangles and triangles withcorners on the grid. (It simplifies
the computation if you choose rectangles with horizontal and vertical sides and triangles with one vertical side and onehorizontal
side.) Answer

2.3.2 Rectangles and triangles

Our exploration in Problems39–42 has suggested a first estimate of the form

Area(P)≈ [# of grid points insideP]+
[# of grid points onP]

2
using our idea of full credit for the inside points and half-credit for the boundary points. We cannot say that the area isequalso
we are using here the symbol≈ to suggest that this is an approximation or a crude first estimate.

If we useI to denote the count for the interior grid points andB for the count of the boundary grid points then aPick count

I +
B
2

gets close to the areas that we have considered so far.

Example 2.3.1 Here is another computation that suggests that half-creditis exactly right for the assignment of credit to the
boundary grid points. The rectangle in Figure2.13can be split into two triangles as shown in Figure2.14.
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Figure 2.14: Split the rectangle into two triangles.

There is one interior point inside the rectangle that becomes a boundary point for the two triangles. In the estimate for the
rectangle that interior point gets full credit. For the triangles it has become a boundary point, and so gives only half-credit to each
of the triangles. This is appropriate since the area of each of the triangles is exactly half the area of the rectangle.

The rectangle has 3 interior grid points, 12 grid points on the boundary, and area 8. Each triangle has 1 interior point, 8 points
on the boundary, and area 4. So, as we found in the problems, the formula above gives a first estimate of 9 for the area of the
rectangle and 5 for each of the rectangles. In both cases thisis 1 more than the correct values. ◭

Problem 43 Determine an exact formula for the area of rectangles with vertical and horizontal sides and with vertices on the
grid work. Compare with the actual area. Answer

Problem 44 Determine an exact formula for the area of triangles with onevertical side and one horizontal side and with vertices
on the grid work. Compare with the actual area. Answer
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2.3.3 Additivity

One of the key properties of area isadditivity. If two triangles, two rectangles, or any two polygons that have no common interior
points are added together the resulting figure has an area that is equal to the sum of its parts. Certainly then, Pick’s formula, if it
is a correct way to compute area, must be additive too in some way.

Let us introduce some notation that will help our thinking. For any polygonP we simply count the points in or on the polygon,
assigning credit of 1 for points inside and 1/2 for points on the polygon. Call thisPick’s countand write it as

Pick(P) = I +
B
2
.

The valueI simply counts interior points andB counts boundary points. We are nearly convinced, at this stage, that Pick’s count
does give a value that is 1 more than the area. Is Pick’s count additive?

SupposeM andN are polygons with a common sideL but no other points inside or on the boundaries in common. Then M
andN can be added to give a larger polygon with a larger area as in Figure2.15. Call it P. The larger polygon has all the edges
of M andN except forL which is now inside the large polygonP.

LM

N

Figure 2.15: Adding together two polygonal regions.
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Now we wish to show that we can determine Pick(P) from

Pick(M)+Pick(N).

Then we want to use this fact to advantage in our computations.

Problem 45 We know that
Area(P) = Area(M)+Area(N).

ComparePick(P) andPick(M)+Pick(N). In fact, show that

Pick(M)+Pick(N) = Pick(P)+1.

Answer

Problem 46 Write a simpler and more elegant solution of Problem44 using the notation of this section. Answer

Problem 47 Suppose that a polygon P has been split into three smaller polygons P1, P2, and P3 by adding two lines joining
vertices. Show that

Pick(P1)+Pick(P2)+Pick(P3) = Pick(P)+2.

2.4 Pick’s formula

We have established the formula

Area(P) = Pick(P)−1= I +
B
2
−1

for certain rectangles and for certain triangles. Any polygon which we can break up into parts comprised of such rectangles and
such triangles can then be handled by the additivity of areasand the additive formula for the Pick count using methods we have
already illustrated. If you think of some more complicated polygons, you might find that they can be broken up into triangles, but
not necessarily triangles with one horizontal side and one vertical side.

Let’s first experiment with a particular example of a triangle that does not meet those requirements.
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Example 2.4.1 Let’s try our formula on the triangle in Figure2.16. The base of this triangle has length 10 and its altitude is 8.
Thus its area is 40.

T

Figure 2.16: A triangle with a horizontal base.

Our conjectured formula uses 33 interior points and 16 boundary points, giving an answer of

33+16/2−1= 40

for the area, which is the same answer. ◭

The formula works but we have not seen why since we merely did acomputation. We might try to check that this formula
would work for all triangles with a horizontal base (this is Problem 48). Then we could try a more ambitious problem and
determine that all triangles have the same property (this isProblem49). Problem48 is just a warm-up to the full case and is
not needed. Problem49 can be proved just by knowing that this formula is correct forrectangles and for triangles with both a
horizontal and a vertical side.

Problem 48 Show that the area of any triangle T with vertices on the grid and with a horizontal base is given by the formula

Area(T) = Pick(T)−1.

Answer
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Problem 49 Show that the area of any triangle T (in any orientation) withvertices on the grid is given by the formula

Area(T) = Pick(T)−1.

Answer

2.4.1 Triangles solved

The figures that we saw in the answer for Problem49, duplicated here as Figure2.17, are the most complicated ones that can arise
if one wishes to follow the method suggested. The key idea is that triangles in any odd orientation can be analyzed by looking at

T0
T1

T2

T3

Figure 2.17: Triangles in general position.

rectangles and triangles in a simpler orientation. It is theadditivity properties of areas and of Pick counts that provides the easy
solution.

Let us revisit Problem49 and provide a clear and leisurely proof. We need to analyze the situation depicted in the right-hand
picture in Figure2.17. Here we have labeled the first triangle asT0: this is the triangle in a strange orientation for which we do
not yet know that the Pick rule will work.

The remaining trianglesT1, T2, andT3 are all in a familiar orientation and we can use Pick’s rule oneach of them. Together
they fit into a rectangleR for which, again, we know Pick’s rule works.
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The additivity of areas requires that

Area(R) = Area(T0)+Area(T1)+Area(T2)+Area(T3).

The additivity rule for the Pick count we have seen in the previous section:

Pick(R)+3= Pick(T0)+Pick(T1)+Pick(T2)+Pick(T3).

The extra 3, we remember, comes from the fact that three pairsof vertices are recounted when we do the sum.
Now we just have to put this together to obtain the formula we want, namely that

Area(T0) = Pick(T0)−1.

Problem 50 Do the algebra to check that
Area(T0) = Pick(T0)−1.

Answer

Problem 51 Consider once again the polygon P in Figure2.1. What would Pick’s formula give for the area of the P? Triangulate
the polygon, use Pick’s formula for each triangle, add up theareas, and compare with the area that you just found.Answer

2.4.2 Proving Pick’s formula in general

We have so far verified that the formula works for triangles inany orientation. We should be ready now for the final stage of the
argument which uses the triangle case to start off an induction proof3 that solves the general case.

The key stage in your induction proof will have to use thesplitting argumentthat we saw in Section2.1.4. Use mathematical
induction on the number of sides ofP and, at the critical moment in your proof, use the splitting argument to reduce a complicated
polygon to two simpler ones.

Problem 52 Prove that the formula
Area(P) = Pick(P)−1

works for every polygon P having vertices on the grid. Answer

3See the Appendix for an explanation of mathematical induction if you are not yet sufficiently familiar with that form of proof.
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2.5 Summary

We have obtained a quick, easy, accurate formula for calculating the area inside any polygon having vertices on the grid.
Try this formula on the polygon in Figure2.18where we have made the task of spotting the appropriate grid points somewhat

easier. How long did it take? Did you improve the record of 41 seconds?

P

Figure 2.18: PolygonP with border and interior points highlighted.

Let’s review our method of discovery. In Section2.1.6we revisited some formulas for the area of a triangle that we might
have learned in elementary geometry. These formulas did give the area of a triangle, but would often involve some unpleasant
computations. (We were seeking something quick and easy.) We were able to use such formulas to prove that every polygon with
vertices on the grid has an area that is an integral multiple of 1/2. (Problem32)

We proceeded in Section2.2to discuss some other methods for computing areas of polygons. None of these met our require-
ment of quickness and ease of computation. One of these suggested a notion of giving “credit” to grid points inside, on, ornear
the polygon. To calculate an area by this method would often involve a huge amount of messy calculation, so it was an impractical
method. But it did suggest a method of giving credit to grid points. Our experiences in solving the problems of Section2.3.1
suggested that only 0, 1/2 and 1 should be considered as possible credits.

So we did some more experimentation, in Section2.3, based on our observations. We did some calculations for relatively
simple polygons, and arrived at a formula that actually gavethe area for a variety of cases – in particular for rectanglesand
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triangles that have at least two sides that are vertical or horizontal. By now it became natural to suspect that the formula we
obtained would actually apply to all polygons with verticeson the grid. But we had some more checking to do – we hadn’t yet
checked more complicated polygons, even triangles whose sides are not vertical or horizontal.

In Section2.4 we put it all together. First, we established the result for all triangles with vertices on the grid, regardless of
their orientation. Then we used mathematical induction to verify the formula for all polygons with vertices on the grid.We had
accomplished our goal.

The role of induction By the time we came to the actual proof by induction, we were (almost) convinced that the formula is
correct. The discovery part was complete. We used inductiononly for verification purposes. It was not part of the discovery
process.

This will be true of every use of mathematical induction in this book. By the time we get to the induction step, we are almost
convinced that the result we obtained is correct. The induction step removes all doubts.

Other methods There are many other approaches to proving Pick’s formula. Some of the material in Sections2.6.3, 2.6.5.
2.6.7, and2.6.8discuss other approaches that shed some additional light onthe subject. In a later chapter in Volume 2 we will
use some graph theory and a theorem of Euler to revisit Pick’stheorem.
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2.6 Supplementary material

2.6.1 A bit of historical background

Figure 2.19: Pick

A bit more historical detail on Pick himself is given in the article by M. Ram Murty and Nithum
Thain ([17] in our bibliography) from which the following quote is taken:
“Pick was born into a Jewish family in Vienna on August 10, 1859. He received his Ph.D. from the
University of Vienna under the supervision of Leo Koenigsberger in 1880. He spent most of his working
life at the University of Prague, where his colleagues and students praised his excellence at both research
and teaching. In 1910, Albert Einstein applied to become a professor of theoretical physics at the University
of Prague. Pick found himself on the appointments committeeand was the driving force in getting Einstein
accepted. For the brief period that Einstein was at Prague, he and Pick were the closest friends. They
were both talented violinists and frequently played together. In 1929, Pick retired and moved back to his
hometown of Vienna. Nine years later, Austria was annexed byGermany. In an attempt to escape the
Nazi regime, Pick returned to Prague. However, on July 13, 1942, he was captured and transported to the
Theresienstadt concentration camp. He passed away there thirteen days later, at the age of 82.
Pick’s formula first came to popular attention in 1969 (seventy years after Pick published it) in Steinhaus’s
bookMathematical Snapshots.”

Pick’s theorem was originally published in 1899 in German (see [7] in our bibliography). Re-
cent proofs and extensions of Pick’s theorem can be found in several American Math. Monthly
articles by W. W. Funkenbusch [4], Dale Varberg [14], and Branko Grünbaum and G. C. Shep-
hard [5].

2.6.2 Can’t be useful though

Is Pick’s theorem of any use? Not likely, you might say. Here is a remark though that might change your mind:

“Some years ago, the Northwest Mathematics Conference was held in Eugene, Oregon. To add a bit of local flavor, a forester
was included on the program, and those who attended his session were introduced to a variety of nice examples which illustrated
the important role that mathematics plays in the forest industry. One of his problems was concerned with the calculationof the
area inside a polygonal region drawn to scale from field data obtained for a stand of timber by a timber cruiser. The standard
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method is to overlay a scale drawing with a transparency on which a square dot pattern is printed. Except for a factor dependent
on the relative sizes of the drawing and the square grid, the area inside the polygon is computed by counting all of the dotsfully
inside the polygon, and then adding half of the number of dotswhich fall on the bounding edges of the polygon. Although the
speaker was not aware that he was essentially using Pick’s formula, I was delighted to see that one of my favorite mathematical
results was not only beautiful, but even useful.”

The quote is due to Duane W. Detemple and is cited in the article by Branko Grünbaum and G.C. Shephard [5].

2.6.3 Primitive triangulations

Primitive triangles play a key role in our investigations. These are the triangles that contain no other grid points thantheir three
vertices. We saw that each primitive triangle had area 1/2 and Pick’s formula confirms this.

A primitive triangulationof a polygon on the grid is a triangulation with the requirement that each triangle that appears must
be primitive. Figure2.20illustrates a polygon that contains two interior grid points leading to a primitive triangulation containing
eight primitive triangles.

How would one go about constructing such a triangulation? Must one always exist? What other features are there?

The splitting game To study these questions let us introduce a simplesplitting gamethat can be played on polygons. Mathe-
maticians frequently introduce games to assist in the analysis of certain problems. We will return to the investigationof games in
other chapters.

Two players agree to start with a polygon on the grid and, eachtaking turns, to split it into smaller subpolygons on the grid.
Player A starts with the original polygon and splits it into two (by adding one or two line segments according to rules given
below). Player B now faces two polygons. She chooses one of them and splits it into two (by following the same rules). Player A
now faces three polygons. He chooses one of them and splits itinto two. Player B now faces four polygons. She chooses one of
them and splits it into two.

And so on. The game stops when none of the polygons that one sees can be split further. The last person to move is declared
the winner.

The rules The rule for each move is that the player is required to choosea polygon in the figure that has arisen in the play of
the game and that has not, as yet, been split. The player then splits that polygon in one of these two ways:
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Figure 2.20: A primitive triangulation of a polygon.

Type 1 The player selects two grid points on the boundary of the polygon. The line segment joining them is constructed provided
it is entirely inside the polygon, thus splitting the polygon into two smaller polygons.

Type 2 The player selects two grid points on the boundary of the polygon and also a grid point in the interior. The two line segments
joining the interior grid point to the two boundary points are constructed provided they are entirely inside the polygon.

Note that each play of the game splits the original polygon into more and more pieces. More precisely, after the first move
the original polygon has been split into two polygons, afterthe second move there will be three polygons, and after thekth move
there will bek+ 1 polygons. At some point we must run out of grid points that can be joined and the game terminates with a
winner declared.

Problem 53 Play the splitting game using the polygon in Figure2.21as the starting polygon. What can you report?Answer

Problem 54 Play the splitting game a few times with some simple choices of polygons. What can you report? Answer
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Figure 2.21: A starting position for the game.

Problem 55 Prove that any play of the splitting game always ends with a primitive triangulation of the starting polygon.
Answer

Problem 56 Use Pick’s formula to compute the area of all primitive triangles. Answer

Problem 57 Suppose that the starting polygon has B grid points on the boundary and I grid points in its interior. Using Pick’s
theorem, determine how many triangles there are in the final position of the game and how many moves of the splitting game there
must be. Answer

Problem 58 Suppose that the starting polygon has B grid points on the boundary and I grid points in its interior. Which player
wins the game? Answer

2.6.4 Reformulating Pick’s theorem

We can reformulate Pick’s theorem in terms of primitive triangulations using what we have discovered by playing this splitting
game.
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We saw that primitive triangulations must exist. We saw thatthere was always the same number of triangles in any primitive
triangulation. We observed that we could count the number oftriangles by the formula

2I +B−2.

Pick’s theorem provided the area of 1/2 for every primitive triangle. All these facts add up to Pick’s theorem and, had we known
them, the area formulaI +B/2− 1 would have followed immediately. Consequently the following statement is equivalent to
Pick’s area formula and is a better way of thinking about it and a better way of stating it.

2.6.1 (Pick’s Theorem) A primitive triangulation of any polygon P on the grid exists, and moreover

1. The area of any primitive triangle is1/2.

2. The number of triangles in any primitive triangulation ofP is exactly

2I +B−2

where I is the number of grid points inside P and B is the numberof grid points on P.

Some people on first learning Pick’s area formula ask for an explanation of why such a simple formula works. They see that
it does work, they understand the proof, but it somehow eludes them intuitively. But if you ask them instead to explain whythe
primitive triangulation formula

2I +B−2

would work, they see that rather quickly. Of course countinga triangulation ofP depends on grid points in and onP. Of course
interior points count twice as much as boundary points in constructing a primitive triangulation.

Oddly enough then, thinking too much about areas makes a simple formula more mysterious. Stop thinking about why
areas can be explained by grid points and realize that Pick’sformula is actually a simple method for counting the triangles in a
triangulation. The area formula is merely a consequence of the counting rule for primitive triangulations.

2.6.5 Gaming the proof of Pick’s theorem

We used our knowledge of Pick’s theorem to analyze completely the splitting game. Not surprisingly, we can use the splitting
game itself to analyze completely Pick’s theorem.
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We know that any splitting game will always result in a primitive triangulation of any starting polygon. We wish to establish
that the number of triangles that appear at the end of the gameis always given by the formula

2I +B−2

whereI is the number of grid points insideP andB is the number of grid points onP.
Let us take that formula as a definition of what we mean bythe count:

Count(P) = 2I +B−2

for any polygonP. Note immediately that ifT is a primitive triangle then

Count(T) = 2×0+3−2= 1.

We play the game on a polygonP splitting it by a Type 1 or 2 move into two polygonsM andN. Simply verify that

Count(P) = Count(M)+Count(N).

This is just a simple counting argument looking at the grid along the splitting line. (Do this as Problem59).
That means that if we play the game one more step by splittingM into two subpolygonsM1 andM2 the same thing happens:

Count(M) = Count(M1)+Count(M2)

and so
Count(P) = Count(M1)+Count(M2)+Count(N).

So, if we play the game to its conclusion,P is split into n primitive trianglesT1, T2, . . .Tn in exactlyn− 1 plays of the game.
Consequently

Count(P) = Count(T1)+Count(T2)+ · · ·+Count(Tn) = 1+1+ · · ·+1= n.

That completes the proof that Count(P) always gives exactly the correct number of triangles in the primitive triangulation ofP.

Problem 59 We play the game on a polygon P splitting it by a Type 1 or 2 move into two polygons M and N. Verify that

Count(P) = Count(M)+Count(N).

Answer
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Problem 60 Wait a minute! We promised to prove Pick’s theorem using the game. We still want to show that for a primitive
triangle T ,

Area(T) = 1/2.

Can you find a way? [Hint: triangulation works here too.] Answer

Problem 61 This proof is simpler, perhaps, than the first proof we gave ofPick’s theorem. Why didn’t we start with it instead?
Answer

2.6.6 Polygons with holes

We now allow our polygons to have a few holes. Again we ask for the area of a polygon constructed on the grid but allowing a
hole or perhaps several holes. The problem itself is not so hard if we can compute the area of the holes since then the answeris

Figure 2.22: What is the area of the polygon with a hole?

found by subtracting the area of the holes from the area of thepolygon.
In Figure2.22the holeH is a rectangle with area 2; sinceH is also on the grid this is easy enough to compute. Indeed if the

holes are always polygons with vertices on the grid we can usePick’s Rule many times to compute all the areas and then subtract
out the holes.
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But let us find a more elegant solution. If we use Pick’s Rule multiple times we may end up counting many of the grid points
several times. There must be a simple generalization of the Pick formula

Area(P) = I +B/2−1

that will accommodate a few holes. Now countingI , we would ignore points inside the holes. And countingB, we would have to
include any boundary points that are on the edge of the holes.

Polygons with one polygonal hole

Figure2.23shows a rectangleP with a hole created by removing a rectangleH from the inside ofP. All of the vertices ofR and
H are on the grid. HereP is a 5× 12 rectangle andH is a 2× 4 rectangle. Thus the area between them is 60−8= 52 units. Our

P
H

Figure 2.23: RectangleP with one rectangular holeH.

objective is to use our counting method directly to calculate the area between the polygonsP andH.

Problem 62 Experiment with the polygons in Figure2.23and others, if necessary, to conjecture a formula for the area between
two polygons. As always the polygons under consideration are to have their vertices on the grid. Answer
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Problem 63 Our previous method was (i) counting interior points at fullvalue of 1, (ii) counting points on the boundary of the
polygon at half value of1/2, and finally, (iii) subtracting1. What goes wrong if we try the same argument for the figure witha
hole? Answer

Problem 64 (An algebraic argument) Let us do the entire calculation algebraically. Take P as theouter polygon, H as the hole
polygon, and G as the region defined as P take away H. We know from Pick’s Rule that

Area(P) = I(P)+B(P)/2−1

where by B(P) we mean the number of boundary grid points on P, and by I(P) we mean the number of interior grid points inside
P. Similarly

Area(H) = I(H)+B(H)/2−1

where by B(H) we mean the number of boundary grid points on H, and by I(H) we mean the number of interior grid points inside
H.

Find the correct formula for the subtracted areaArea(P)−Area(H) in terms of I(G) and B(G). Answer

Polygons withn holes

The algebraic argument we gave is quite general, it applies not only to any polygonP with vertices on the grid and any other such
hole polygonH insideP, but also applies (with obvious minor changes) whenP hasn such polygonal holes inside it. To complete
the theory, then try to guess at the final formula and to verifyit using the techniques seen so far.

Problem 65 Determine a formula for the area that remains inside a polygon with n polygonal holes. Answer

2.6.7 An improved Pick count

Our Pick-count policy was to assign a count value of 1 for gridpoints inside the polygon and a count value of 1/2 for grid points
on the polygon itself. This was certainly successful since it gave us the formula

Area(P) = Pick(P)−1

which works, as we now have proved, for all possible polygonswith vertices at grid points.
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There is another rather compelling and elegant way to do the count. This makes for a neater proof. This is not a new or
different proof, we should point out. But it is a rather tidy way of expressing the same ideas.

The idea behind it is that the additive formula for the Pick count,

Pick(P)+1= Pick(P1)+Pick(P2)

for the situation when the polygonP is split into two polygonsP1 andP2 with a common edge is not quite as “additive” as we
would prefer: it has this extra 1 that must be included. The additional 1 comes from the two vertices that get assigned 1/2 in both
the counts. That destroys the additivity, but only by a little bit. To get true additivity we will use the idea that angles are naturally
additive.

Angle of visibility We do a different Pick count. For each point in or on a polygonP we decide what is itsangle of visibility.
This is the perspective from which standing at a point we see into the inside of the polygon. For points interior toP we see a full
360 degrees. For points on an edge but not at a vertex we see only one side of the edge, so the angle of visibility is 180 degrees.
Finally for points at a vertex the angle of visibility would be the interior angle and it could be anything between 0 degrees and
360 degrees. We would have to measure it in each case.

Modified Pick’s count Our modified Pick’s countis to take each grid point into consideration, compute its angle of visibility,
and divide by 360 to get the contribution. Points inside get 360/360=1. Points on the edge but not at a vertex get 180/360=1/2.
And, finally, points at the vertex geta/360 wherea is the degree measure of the angle. The new Pick count we will write as

Pick∗(P).

Add up the count for the vertices At first sight this seems terribly complicated. How would we be prepared to measure all of
the vertex angles? We would never be able to perform this count. But that is not so.

Take a triangle for example. Except for the three vertices the count is (as usual) to use 1 for inside points and 1/2 for edge
points. The three vertices taken together then contribute

a+b+c
360

.
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While we may have trouble measuring each of anglesa, b andc, we know from elementary geometry that the angles in any
triangle add up to 180 degrees. So we see that the contribution at the vertices is

a+b+c
360

=
180
360

=
1
2
.

The old way of counting would have given us 1/2+1/2+1/2 which is 1 larger than this. Thus for any triangleT

Pick∗(T) = Pick(T)−1= Area(T).

In general for a polygon withn vertices it might appear that we would have to compute the angles at each of the vertices to
get the contribution

a1+a2+ · · ·+an

360
.

But the angles inside any polygon withn vertices add up to 180(n− 2) degrees. This is because any such polygon can be
triangulated in the way we described earlier in the chapter.For example, a quadrilateral can be decomposed into two triangles by
introducing a diagonal. Each of the triangles contributes 180 degrees, so the quadrilateral has a total of 2×180 degrees as the
sum of its interior angles at the vertices.

Thus we see that the contribution at the vertices of a polygonwith n vertices is

a1+a2+ · · ·+an

360
=

180(n−2)
360

=
n
2
−1.

Compare the old count to the new count The old way of counting would have given us 1/2 for each of then vertices for a
total of n/2 which is again 1 bigger. Thus we see that for any polygonP

Pick∗(P) = Pick(P)−1= Area(P).

This also explains the mysterious−1 that needed to occur in Pick’s formula.

Additivity The ordinary Pick count using Pick(P) is not quite additive. Every use of the additive rule required a bookkeeping
for the addition 1 in the formula

Pick(P)+1= Pick(P1)+Pick(P2).
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That made our computations a bit messier and gave us a slightly non-intuitive formula

Area(P) = Pick(P)−1.

Now that we have a better way of counting grid points we have a precisely additive formula

Pick∗(P) = Pick∗(P1)+Pick∗(P2)

and an intuitive area formula
Area(P) = Pick∗(P).

That supplies a different way of writing our proof for Pick’sformula that is rather simpler in some of the details. See Problem67.

Problem 66 Prove the additive formula
Pick∗(P) = Pick∗(P1)+Pick∗(P2)

for the modified Pick count for the situation when the polygonP is split into two polygons P1 and P2 with a common edge.
Answer

Problem 67 Reformulate the proof of Pick’s formula using now the modified Pick count to show that

Area(P) = Pick∗(P).

Answer

Problem 68 Determine a formula for the area that remains inside a polygon with n polygonal holes using the modified Pick
count idea. Answer

Problem 69 Does the formula you found in Problem68help clarify the formula we have found in Problem65 for the area inside
polygons with holes? Does it explain why that formula neededus to count the number of holes (i.e., why the formula had an n
that appeared)? Answer

2.6.8 Random grids

Instead of a square grid let us start off with a large collection of points arranged in any fashion, as for example in Figure2.24
where the grid points have been chosen at random.



78 CHAPTER 2. PICK’S RULE

Figure 2.24: Random lattice.

In Figure2.25 we have constructed a triangle with vertices at grid points of this random lattice. There are three boundary
grid points (the three vertices) and two interior grid points; in our usual notationB = 3 andI = 2. We do not ask for an area
computation, but we do ask (as before) whether there must exist a primitive triangulation? We ask too how many triangles would
appear in a primitive triangulation of a polygon on this grid?

Figure 2.25: Triangle on a random lattice.



2.6. SUPPLEMENTARY MATERIAL 79

Try a few examples until you come to some realization about these problems. The situation is not merely similar to the
problem of polygons on square grids: it is identical. In Section 2.6.3we proved that ifP is a polygon on a square grid there must
exist a primitive triangulation. In Section2.6.5we proved that, ifP hasI interior grid points andB boundary grid points, then the
number of primitive triangles that appear is always exactly2I +B−2. Certainly the same formula works here for the particular
case of the triangle in Figure2.25.

Figure 2.26: Primitive triangulation of the triangle in Figure2.25.

An examination of our proofs in those sections shows that at no part of the argument did we use any features of a square grid:
the points could have been arranged in any fashion at all and the proofs would be unchanged. Hence the result is unchanged:
there must always be a primitive triangulation and any such triangulation contains exactly 2I +B−2 primitive triangles. The grid
points can assume any pattern at all.

When we were concerned about areas then the fact that the gridwas square and the points neatly arranged mattered a great
deal. When we turn just to counting the pieces of a primitive triangulation the geometry no longer matters. The answer must
depend only on the number of boundary points and the number ofinterior points.

Problem 70 Sketch a primitive triangulation of the polygon in Figure2.27that is on a random grid. How many triangles are
there in any primitive triangulation? Answer
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Figure 2.27: Sketch a primitive triangulation of the polygon.

2.6.9 Additional problems

We conclude with some additional problems that are related to the material of this chapter.

Problem 71 Use Pick’s Rule to prove that it is impossible to construct anequilateral triangle with its vertices on the dots in a
square grid. Answer

Problem 72 (Stomachion)Find the areas of the polygons in Figure2.28by using Pick’s Theorem or a simpler method.
Answer

Problem 73 A Reeve tetrahedronis a polyhedron in three-dimensional space with vertices at(0,0,0), (1,0,0), (0,1,0) and
(1,1,n) where n is a positive integer. Explain how the Reeve tetrahedron shows that any attempt to prove a simple version of
Pick’s theorem in three dimensions must fail.

Answer

Problem 74 (Bézout identity) Two positive integers are said to be relatively prime if theyhave no factor in common. Given two
relatively prime positive integers a and b, show that there exist positive or negative integers c and d such that

ac+bd= 1.
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Figure 2.28: Archimedes’s puzzle, called the Stomachion.

Answer

Problem 75 Let T be a triangle with vertices at(0,0), (1,0) and(m,n), with m and n positive integers and n> 1. Must there be
a grid point(a,b) in or on T other than one of the three vertices of T? Answer
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2.7 Answers to problems

Problem 20, page 41

Figure2.29illustrates a number of points in the first quadrant that are (and are not visible) from the origin. Clearly(1,1) is visible
from the origin, but none of these points

(2,2), (3,3), (4,4), (5,5), . . .

(marked with an X in the figure) are visible precisely because(1,1) is in the way. Similarly (4,5) is visible from the origin but
none of these points

(8,10), (12,15), (16,20), (20,25), . . .

are visible.



2.7. ANSWERS TO PROBLEMS 83

x

x

x

x

x

x

x

x

x

x

x x x x x

x

x

x

x

x

x

Figure 2.29: First quadrant unobstructed view from(0,0).

The key observation here is the notion ofcommon factor. You can prove (if you care to) that a point(m,n) on the grid is
visible from the origin if and only ifm andn have no common factors. (For example(8,10) is not visible because both 8 and 10
are divisible by 2. Similarly(12,15) is not visible because both 12 and 15 are divisible by 3. But(4,5) is visible since no number
larger than 1 divides both 4 and 5.)

In particular we see that some elementary number theory is entering into the picture quite naturally. That suggests thatthis
investigation is perhaps not as frivolous and elementary asone might have thought. In Problem74 we will see an application of
Pick’s theorem to number theory.
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Problem 21, page 41

If you take the three points
(0,0), (1,1),(2,2)

as
V1, V2, V3

then you will see the trouble we get into. We could avoid this with triangles by insisting that the three points chosen as vertices
cannot lie on the same line.

Another example is taking
(0,0), (2,0), (1,1), (−1,1)

as
V1, V2, V3, V4.

Certainly there is a square with these vertices but we would have to specify a different order since the line segmentV1V2 and the
line segmentV3V4 cross each other. We don’t intend these to be the edges.

Yet again, an example taking
(0,0), (2,2), (2,0), (1,0,), (2,2), (0,0)

as
V1, V2, V3, V4, V5, V6

shows that we should have been more careful about specifyingthat the vertices are all different and the edges don’t crossor
overlap.

A reasonable first guess at a definition would have to include all the elements in the following statement:
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2.7.1 A polygon can be described by its vertices and edges that mustobey these rules:

1. There are n distinct points
V1,V2,V3, . . . ,Vn.

2. There are n straight line segments
V1V2, V2V3,V3V4, . . . ,VnV1

called edges. Two distinct edges intersect only if they havea common vertex, and they intersect only at that common vertex.

Even that is not quite enough for a proper mathematical definition, but will suffice for our studies. The reader might take this
as a working definition that can be used in the solutions to theproblems.

Problem 22, page 42

First consult your list to identify a vertex that occurs at a point (x,y) for which y is as large as possible. Then walk, without
touching an edge, up to a vertex. Go around the polygon in order consulting your list of vertices for directions, staying close to
the border, but without actually touching an edge or vertex.Eventually you will arrive near a vertex you have identified as having
the largesty value. Which side of that point are you on?

This could be written up as a computer algorithm to test any point to find out whether it is inside or outside. Certainly in a
finite number of steps (depending on how many edges we must follow) we can determine whether we are trapped inside or free
to travel to much higher places.

Problem 23, page 43

There are five choices of splitting lines in addition to the line segmentL. Notice that there are many other ways of joining pairs
of vertices, but some ways produce line segments that are entirely outside the polygon or cross another edge. The six splitting
choices are illustrated in Figure2.7.
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L

Figure 2.30: The six line segments that split the polygon.

Problem 24, page 43

Certainly you would have discovered quickly that no triangle can be split this way. But in every other case that you considered
there would have been at least one lineL that splits the polygon.

Thus it appears to be the case that every polygon with four or more vertices can be split by some line segment that joins two
vertices without passing through any other points on an edgeof the polygon. That is the conjecture.

Problem 25, page 43

This may not be as obvious as it first appears, since we must consider all possible cases. It is easy to draw a few figures where
many choices of possible vertices would not be allowed. It isclear in any particular example which two vertices can be used, but
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our argument must work for all cases.
We assume that we have a polygon withn vertices wheren> 3 and we try to determine why a line segment must exist that

joins two vertices and is inside the polygon (without hitting another edge).
Go around the polygon’s vertices in order until you find threeconsecutive verticesA, B andC such that the angle∠ABC in

the interior of the polygon is less than 180 degrees. (Why would this be possible?)
The proof is now not too hard to sketch. Suppose first that the triangleABChas no other vertices of the polygon inside or on

it. If so simply joinA andC.
The line segmentAC cannot be an edge of the polygon. We know thatAB andBC are edges. IfAC were also an edge, then

there are no further vertices other than the three verticesA, B, andC. Since we have assumed that there are more than 3 vertices
this is not possible. (Statement2.7.1on page85 has a formal description of a polygon that we can use to make this argument
precise.) Consequently this line segmentAC splits the polygon.

There may, however, be other vertices of the polygon in the triangle. Suppose that there is exactly one vertexX1 in the triangle.
Then, whileAC cannot be used to split the polygon, the line segmentBX1 can. Again we are done. Suppose that there are exactly
two verticesX1 andX2 in the triangle. Then one or both of the two line segmentsBX1 or BX2 can be used. To be safe choose the
point closest toB.

Suppose that there are exactly three verticesX1, X2, andX3 in the triangle. Then one or more of the three line segmentsBX1

or BX2 or BX3 can be used. Draw some figures showing possible situations tosee how this works. Note that the point closest toB
is not necessarily the correct one to choose.

The general argument is a bit different. Suppose there are exactly n verticesX1, X2, . . .Xn inside the triangleABC. Select a
pointA′ on the lineAC that is sufficiently close toA so that the triangleA′BCcontains none of the pointsX1, X2, . . .Xn. Now move
along the line to the first pointA′′ where the triangleA′′BC does contain one at least of these points. From among these choose
the vertexXj that is closest toB. ThenBXj can be used to split the polygon since it can cross no edge of the polygon.

Problem 26, page 44

If M hasm vertices,N hasn vertices and the large polygon (before it was split) hasp vertices then a simple count shows that

m+n= p+2
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since the two endpoints ofL got counted twice. But you can also observe that

m≥ 3 andn≥ 3.

Combining these facts shows finally that
m= p+2−n≤ p+2−3= p−1

and
n= p+2−m≤ p+2−3= p−1.

So the two polygonsM andN must have fewer vertices than the original polygon.
This fact will be a key to our induction proof later on. If every polygon (other than a triangle) can be split into subpolygons

with fewer vertices, then we have a strategy for proving statements about polygons. Start with triangles (the casen= 3). Assume
some property for polygons with 3, 4, . . . , andn vertices. Use these facts to prove your statement about polygons withn+ 1
vertices. Take advantage of the splitting property: the bigpolygon withn+1 vertices splits into two smaller polygons with fewer
vertices.

Problem 27, page 44

Perhaps you answered that this was the only triangulation possible. If so you didn’t look closely enough. There is one more
triangulation ofP that uses additional edges joining a pair of vertices as Figure 2.7 illustrates.
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Figure 2.31: Another triangulation ofP.

But, in fact, any decomposition ofP into smaller triangles would also be considered a triangulation and can be used to compute
areas. The most interesting triangulations for our study ofpolygons on a grid might require us to use grid points for vertices of
the triangles. There are many such triangulations possiblefor P.

More generally still, we could ignore the grid points entirely and allow any decomposition into smaller triangles. Onceagain,
there are many such triangulations possible forP; indeed there are infinitely many.

Problem 28, page 45

To start the problem try finding out why a polygon (of any shape) with four vertices can always be triangulated. Then work on
the polygon with five vertices but use the splitting argumentto ensure that this polygon can be split into smaller polygons, each
of which is easy to handle.

A complete inductive proof for the general case is then fairly straightforward. Letn be the number of vertices of a polygon
P. If n= 3 then the polygon is already triangulated. Ifn= 4 simply join an appropriate pair of opposite vertices and itwill be
triangulated. Ifn = 5 use the splitting argument (which we have now proved in Problem 25) to split P into smaller polygons.
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Those small polygons have 3 or 4 vertices and we already know how to triangulate them. And so on . . . .
Well “and so on” is not proper mathematical style. But this argument is easy to convert into a proper one by using the

mathematical induction. You may need to review the materialin the appendix before writing this up.

Problem 30, page 48

It is good practice in starting a topic in mathematics to experiment on your own with the ideas and try out some examples. All too
often in a mathematics course the student is copying down extensive notes about definitions and theorems well before he isable
to conceptualize what is happening.

In this case you will certainly have computed polygons with some or all of these areas:
1
2
, 1,

3
2
, 2,

5
2
, 3,

7
2
, 4, . . . .

But you will not have found any other area values. We certainly expected fractions, but why such simple fractions? All areas
appear to be given by some formula

N
2

whereN is an integer. This, if it is true, is certainly a remarkable feature of such figures. Few of us would have had any expectation
that this was going to happen.

Our best guess is that, for polygons on square grids, something is being counted and each thing counted has been assigned a
value that is a multiple of 1/2. The natural thing we might consider counting is grid points. But what values should we assign to
each grid point?

Problem 31, page 48

As we have already determined, a triangleT with vertices at(0,0), (s, t), and(a,b) must have area given by
∣

∣

∣

∣

at−bs
2

∣

∣

∣

∣

.

The numerator is an integer so the area is clearly a multiple of 1/2.
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Now, by drawing some pictures, try to find an argument that allows you to conclude that all triangles anywhere on the grid
can be compared to a triangle like this. We must be able to claim that every triangle on the grid is congruent to one with a vertex
at (0,0) and of this type. Then, since we have determined that this triangle has area an integer multiple of 1/2, then every triangle
on the grid has this property.

Problem 32, page 48

In Problem28 we saw that all polygons on the grid can be triangulated by triangles on the grid. Each such triangle has an area
that is a multiple of 1/2. The polygon itself, being a sum of such numbers, also has anarea that is a multiple of 1/2.

Problem 33, page 55

You should be able to compute easily the area of any triangle that has one side that is horizontal or one side that is vertical. In that
case the formula

1/2× base× height

immediately supplies the answer. For primitive triangles of this type you will observe that both base and height are 1 so the area
is immediately 1/2.

If the triangle has no side that is horizontal or vertical then the formula

1/2× base× height,

while still valid, does not offer the easiest way to calculate the area. For these triangles the methods of Section2.1.6should be
used. For example compute the area of the primitive trianglewith vertices at(0,0), (2,1) and(3,2). Try a few others.

You should have found that all of them that you considered have area exactly 1/2. Again the number 1/2 emerges and seems
(perhaps) to be related to the fact that all of these figures have exactly three points on the grid. Also, we know that every triangle
on the grid has an area that is some multiple of 1/2; since primitive triangles are somehow “small” we shouldn’t be surprised if
all have area exactly 1/2, the smallest area possible for a triangle on the grid.



92 CHAPTER 2. PICK’S RULE

Problem 34, page 55

You should have found that all of them have area exactly 1. We can compare with primitive triangles in a couple of ways.
Problem33shows that primitive triangles must have area 1/2.

The extra grid point on the edge of these triangles appears tocontribute an extra credit of 1/2. Or, perhaps, we could observe
that the extra grid point allows us to split the triangle intotwo primitive triangles each of which has area 1/2. Both viewpoints
are useful to us.

Problem 35, page 55

You should have found that all of them have area exactly 3/2. The single grid point in the interior of the triangle can be joined
to the three vertices, dividing the original triangle into three primitive triangles. Since each of these has area 1/2 according to
Problem33, the total area is 3/2.

Problem 36, page 55

You should have found that all of them have area exactly 7. It is likely a mystery to you, however, whether these two numbers4
and 6 adequately explain an area of 7. (Is there some formula for which, if you input 4 and 6, the result will be 7?)

Does this mean that all such polygons (with 4 boundary pointsand 6 interior points) must have area 7? Our choice of polygons
was driven mostly by a desire to find figures whose area could becomputed without much difficulty. It is not clear at this stage
whether much weirder figures would or would not have this property.

But, if this is so, then it appears (quite surprisingly) to bethe case that the area inside a polygon with vertices on the grid
depends only on knowing how many grid points there are on the polygon itself and how many grid points there are inside the
polygon.

Problem 37, page 55

In Problem30you likely constructed a few of these. Just describe a procedure that would construct one example for each of these.
Start perhaps with a triangle with vertices at(0,0), (0,1), and(1,0). Just keep adding simple primitive triangles until you see a
way to write up your recipe.
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Problem 38, page 55

Your experiments should have produced squares with these areas:

1, 2, 4, 5, 9, 10, 13, 16, 17, 20, 25, 26, 29, 36, 37, 40, 45, 52. . . .

If you didn’t find many of these keep looking before you try to spot the pattern or try to explain the pattern.
Certainly, for any integerk, the squares with vertices(0,0), (0,k), (k,0) and(k,k) is on the grid and has areak2. This explains

all of these numbers:
1, 4, 9, 16, 25, 36, 49, 64, 81, 100, . . . .

What about the other numbers in the list we found above?
But the square with vertices(0,0), (1,1), (−1,1) and(2,0) also works and has area 2 since each side length is

√
2. That

explains the number 2. More generally, for any choice of point (a,b), there is a square with one vertex at(0,0) and the line joining
(0,0) to (a,b) as one of its sides. The side length is

√

a2+b2

by the Pythagorean theorem and so the area is
a2+b2.

Consequently any number that is itself a square or is a sum of two squares must be the area of a square on the grid. That statement
describes the list of possibilities that we saw.

Problem 39, page 56

The area of the rectangleR is 8. The number of grid points inside the rectangle is 3. Thuscounting grid points inside is a
considerable underestimate in this case. Perhaps, however, with much larger rectangles this might be a useful first estimate.

Similarly, the area of the triangleT is 4. The number of grid points insideT is 1. Again simply counting grid points inside
gives too low an estimate.

You may wish to try some other examples and see if the same kindof conclusion is reached. A simple counting of grid points
inside produces estimates that are poor for these relatively small polygons.
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Problem 40, page 56

Once again the area of the rectangleR is 8. The number of grid points insideP is 3 to which we are instructed to add the number
of grid points on the rectangle itself. There are 12 such points and adding these gives 12+3= 15, considerably larger than 8.

The area of the triangleT is 4. The number of grid points insideT is 1 and the number of grid points on the triangle is 8. The
addition is 1+8= 9, rather more than the area of the triangle.

It appears that, in order to reduce the total Pick credit so that it is closer to the actual areas we need to give less credit to some
of the points.

Problem 41, page 56

The grid points onR andT are neither inside the polygon nor outside. We can try givingthem less credit than 1. Our choices are
0 and 1/2.

Let’s try 1/2 for all of them which would be a reasonable first guess. ForR we find 12 such points (counting the corners of
R). Giving each such point half credit we obtain

3+6= 9

whereas the area ofR is 8. This is rather closer but is just an overestimate by 1.
Similarly, for the triangleT there are 8 grid points on the triangle. If we give them half-credit, we obtain

1+4= 5.

The area of the triangle is 4 and so, once again, we have found an overestimate by exactly 1.
Try some other figures to see if this is what will always happen. Should we change the credit (reduce some of these points to

zero credit) or should we try to figure out why the extra 1 arises?

Problem 42, page 56

Your examples should show results similar to those we found in Problem41. Trying for an estimate

Area(P)≈ [# of grid points insideP]+
[# of grid points onP]

2
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using our idea of full credit 1 for the inside points and half-credit 1/2 for the boundary points, in each case we found an overesti-
mate by one unit. Did you?

Problem 43, page 58

We have already seen that the formula

Area(P) = [# of grid points insideP] +
[# of grid points onP]

2
−1

works in a few simple cases. Let us check that it must always work for rectangles with vertical and horizontal sides and with
vertices on the grid work.

If the rectangleRhas dimensionsm andn the actual area is the productmn. We can count directly that

[# of grid points insideR] = (m−1)(n−1).

and
[# of grid points onR] = 2(m+n).

(Check these.)
Thus our calculation using this formula would result in

(m−n)(n−1)+
2(m+n)

2
−1= mn.

Since this is the correct area of the rectangle, the formula is valid at least in this special case.

Problem 44, page 58

We have already seen that the formula

Area(P) = [# of grid points insideP] +
[# of grid points onP]

2
−1

works for all rectangles and, in a few simple cases, for some triangles. Let us show that it works ifP= T is a triangle with one
vertical side and one horizontal side and with vertices on the grid work.
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If the horizontal and vertical sides have lengthm andn, the area of the triangle ismn/2. Adjoining another triangleT ′ as we
did in Figure2.14we arrive at a rectangleR whose area ismn that is split into the two trianglesT andT ′. The two triangles are
identical (one is a reflection of the other) and so they have the same areas and the same number of grid points inside and on the
boundary.

Let p be the number of grid points on the diagonal of the rectangle,excluding the two vertices. (There may be none.) We
easily compute (using Figure2.14as a guide)

[# of grid points insideT] + [# of grid points insideT ′] + p

= [# of grid points insideR]

and
[# of grid points onT]+ [# of grid points onT ′]

= [# of grid points onR]+2+2p.

This last identity is because the two vertices on the diagonal are counted twice, once forT and once forT ′ as also are any of the
otherp grid points on the diagonal. Thus we can check using simple algebra that

2×
{

[# of grid points insideT]+
[# of grid points onT]

2
−1

}

= [# of grid points insideR] +
[# of grid points onR]

2
−1= mn.

This last identity is clear since we already know that our formula works to compute the area of any rectangle, and hereRhas area
mn.

Thus we have verified that the formula does produce exactlymn/2, which is the correct area for the triangleT. This handles
triangles, but only (so far) those oriented in a simple way with a horizontal side and a vertical side.

The algebra is not difficult but it does not transparently show what is going on. In Section2.3.3we explore this in a way that
will help considerably in seeing the argument and in generalizing it to more complicated regions.
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Problem 45, page 60

The count is quite easy to do. Except for points on the lineL every point in the count for Pick(P) is handled correctly in the
sum. The points onL, however, all get counted twice. The two vertices at the endsof L get a count of 1/2+1/2 in the count for
Pick(P) but they get 1/2+1/2+1/2+1/2 for the count Pick(M)+Pick(N). So that is 1 too much.

What about the remaining grid points, if any, onL? They are also counted twice. But this takes care of itself. In the count for
Pick(M)+Pick(N) any such point gets a count of 1/2+1/2. But that is exactly what it receives in the count for Pick(P) since it
is now an interior point and receives credit of 1. In short then, without much trouble, we see that

Pick(M)+Pick(N) = Pick(P)+1

where the extra 1 is explained simply by the fact the endpoints of the edgeL got counted twice.

Problem 46, page 60

We want to prove that
Area(T) = Pick(T)−1

for any triangle with horizontal and vertical sides. As we did in our previous solution we introduceT ′ the mirror image ofT so
thatT andT ′ together form a rectangleR. Then

Pick(T) = Pick(T ′),

Pick(T)+Pick(T ′) = Pick(R)+1,

and
2Area(T) = Area(R)

We are allowed to use the fact that Area(R) = Pick(R)−1 that we proved earlier. So

Area(T) =
Area(R)

2
=

Pick(R)−1
2

=
2Pick(T)−1−1

2
= Pick(T)−1

which is the formula we wanted.
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Problem 48, page 61

This is just a warm-up to the general case discussed in Problem 49. It is worth trying to handle this one using the ideas developed
so far since some thinking on this problem helps understand better what is needed for the harder problem.

For example, if the triangle is obtuse angled like the triangle T in Figure2.32then add a right-angled triangleP so thatT and
P together make another right-angled triangleQ. We know already that

Area(P) = Pick(P)−1

and
Area(Q) = Pick(Q)−1

but we want to show that
Area(T) = Pick(T)−1

is also valid. Simply use Pick(T)+Pick(P) = Pick(Q)+1 and Area(T)+Area(P) = Area(Q).

P

Q

T

Figure 2.32: Obtuse-angled triangleT with a horizontal base.

If the triangle is acute-angled like the triangleT in Figure2.33then it can be split into two right-angled triangles and handled
in a similar way.
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P Q

T

Figure 2.33: Acute-angled triangleT with a horizontal base.

Problem 49, page 62

Let R be the smallest rectangle with horizontal and vertical sides that containsT. ThenR is comprised ofT and some other
polygons for which we have already established the Pick formula. Figure2.34 illustrates how the triangleT plus some other
simpler triangles, and possibly a rectangle, might make up the whole of the rectangle.
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Figure 2.34: Triangles whose base is neither horizontal norvertical.

Note the similarity between Figure2.34 and Figure2.6. Apply reasoning similar to that used in Problem29 to determine
whether the formula is valid for an arbitrary triangle. Thissuggestion should enable you to solve the problem. There is adetailed
discussion, in any case, in Section2.4.1.

Problem 50, page 63

The algebra is quite simple, just a lot of adding and subtracting. Here is what we know:

Area(R) = Area(T0)+Area(T1)+Area(T2)+Area(T3),

Pick(R)+3= Pick(T0)+Pick(T1)+Pick(T2)+Pick(T3),

Area(R) = Pick(R)−1,

Area(T1) = Pick(T1)−1,

Area(T2) = Pick(T2)−1,

and
Area(T3) = Pick(T3)−1.
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Thus
Area(T0) = Area(R)−{Area(T1)+Area(T2)+Area(T3)}
= Pick(R)−1−{Pick(T1)+Pick(T2)+Pick(T3)−3}
= {Pick(R)−Pick(T1)−Pick(T2)−Pick(T3)}+2.

But
Pick(R)+3= Pick(T0)+Pick(T1)+Pick(T2)+Pick(T3),

which is the same as
Pick(R)−Pick(T1)−Pick(T2)−Pick(T3) = Pick(T0)−3.

Finally then
Area(T0) = {Pick(T0)−3}+2= Pick(T0)−1.

The proof is complete.

Problem 51, page 63

Figure2.35(which is just a repeat of Figure2.1 in the text) indicates rather well which grid points to use. As you can see, there
are six points on the boundary (in addition to the five vertices) that must be included in our accounting. For the second half of the
problem, triangulate into just three convenient trianglesand check the areas of each by counting according to the Pick formula
that we have now verified for triangles.
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P

Figure 2.35: What is the area insideP?

Problem 52, page 63

Let us set up an argument using mathematical induction. For each integerk≥ 3 let P(k) be the statement that for every polygon
with k or fewer sides the formula works. We already knowP(3) is valid (the formula is valid for all triangles)

Now suppose the formula is valid for all polygons withn or fewer sides. (This is the induction hypothesis.) LetP be any
polygon withn+1 sides. We must show the formula is valid forP.

At this point we need the splitting argument. The essential ingredient in all inductive proofs is to discover some way to use the
information in the induction hypothesis (in this case the area formula for smaller polygons) to prove the next step in theinduction
proof (the area formula for the larger polygon).
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LM

N

Figure 2.36: Finding the line segmentL.

As in Figure2.36we use the splitting argument to find a line segmentL whose vertices are endpoints ofP and the rest ofL
is insideP. In the figure the line segmentL has separatedP into two polygonsM andN. Because we have addedL, the total
number of sides forM andN combined is nown+2, but each of the polygons separately has fewer thann+1 sides. Thus, by the
induction hypothesis, the formula is valid for each of the polygonsM andN.

Thus we know that
Area(P) = Area(M)+Area(N),

while
Area(M) = Pick(M)−1

and
Area(N) = Pick(N)−1.
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By our additivity formula for the Pick count,

Pick(P)+1= Pick(M)+Pick(N).

Simply putting these together gives us

Area(P) = Area(M)+Area(N) = Pick(M)−1+Pick(N)−1

= Pick(P)+1−2= Pick(P)−1.

This verifies that the Pick formula works for our polygonP with n+1 sides. This completes all the induction steps and so the
formula must be true for polygons of any number of sides.

Problem 53, page 68

Figure2.37shows a possible ending position for this game. There are no further moves possible.

Figure 2.37: A final position in this game.

One thing that is evident from this particular play of the game is that the final position is a primitive triangulation of the
original polygon. Would all plays of the game result in a primitive triangulation?
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In playing this game there were exactly 8 moves and so it was the second player who made the last move and won the game.
Would all plays of this game have the same result or was the second player particularly skillful (or lucky)?

Problem 54, page 68

Choose a polygon that is not too large and play a few games (alone or with a friend). You will certainly observe that the game
ends with a primitive triangulation of the original polygon. You may also have observed that, if you lost the game, each time you
repeated the game (with the same starting position) you alsolost, no matter what new strategy you tried.

Did you observe anything else? You could have, if you thoughtof it, also have counted the number of moves and counted the
number of triangles in the final figure. But perhaps you didn’tnotice anything about this count beyond the fact that the number
of moves and the number of triangles are closely related and these numbers didn’t change when you replayed the game on this
polygon.

Problem 55, page 69

The game ends after a certain number of moves. Call this number n. Thus, aftern moves, the polygon has been split inton+1
subpolygons.

Are they all triangles?

Let us suppose not, i.e., that there is a subpolygon in the final position with 4 or more vertices. According to the splitting
argument of Section2.1.4there must be a line segment joining two of these vertices forwhich the line segment is entirely inside
the subpolygon. But that would allow a Type 1 move to be made and so the game is not over after all.

Since they are all triangles we can ask

“Are they all primitive triangles?”

SupposeT is a triangle in the final position. DoesT have a grid point on the boundary other than the three vertices? If it did, then
clearly a Type 1 move could have been made by joining that point to an opposite vertex. DoesT have an interior grid point? If it
did, then clearly a Type 2 move could have been made by joiningthat point to two of the vertices. This shows that each triangle
in the final triangulation must be primitive.
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Problem 56, page 69

Recall that a triangle with vertices on the grid is said to be primitive if the only grid points on or in the triangle are the three
vertices themselves. What is the area of a primitive triangle?

Not surprisingly the answer is 1/2. We know that all polygons on the grid have an area that is a multiple of 1/2. These are
the smallest such polygons. We have also experimented in a few instances with primitive triangles (e.g., in Problem33) and in
each case we found an area of 1/2.

The Pick formula supplies this immediately. IfT is a primitive triangle, then there are no interior grid points (I = 0) and there
are only the three boundary grid points (B= 3). Consequently

Area(T) = I +B/2−1= 0+3/2−1= 1/2.

as we would have suspected.

Problem 57, page 69

Consider the final position. Aftern moves the polygon has been split inton+ 1 subpolygons, each of which we now know
(because of Problem55) is a primitive triangle.

Each primitive triangle has area 1/2 (by Pick’s rule) and so the area of the original polygonP must be

Area(P) =
n+1

2
since there aren+1 primitive triangles. Pick’s theorem says, on the other hand, that

Area(P) = I +B/2−1.

Comparing these two expressions we see that
n+1

2
=

2I +B−2
2

which shows that the number of primitive triangles in the final configuration is

n+1= 2I +B−2.

This number is always the same even though there may be a greatmany different ways of ending up with a primitive triangulation.



2.7. ANSWERS TO PROBLEMS 107

The number of moves in the game is then always given by

n= 2I +B−3.

Problem 58, page 69

In Problem57we determined that, no matter what strategy either player elects to try, the number of moves in the game is always
given by

n= 2I +B−3.

The first player wins if this is odd. The second player wins if this is even.
Looking again at that number it is evident that the first player wins simply if B is even and the second player wins ifB is odd.

The number of interior pointsI is irrelevant to the question of who wins (although the game is much longer ifI is big).
So the game is rigged. The player in the know just offers to go second in a game if she spots thatB is odd.

Problem 59, page 71

Let us play the game on the polygonP splitting it by a Type 1 move into two polygonsM andN. For a Type 1 move there is a
line L joining two grid points on the boundary ofP that becomes a new edge forM andN. We consider both sides of the equation

Count(P) = Count(M)+Count(N)

that we wish to prove. Draw a picture or else what follows is just words that may not convey what is happening.
Now

Count(P) = 2I +B−2,

Count(M) = 2IM +BM−2,

and
Count(N) = 2IN +Bn−2

We use a simple counting argument looking at the grid along the splitting lineL. The count works out perfectly for points that are
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not on the splitting line. Every point in theB count appears in the counts forBM or BN; every point in theI count appears in the
counts forIM or IN.

For the grid points that are on the splitting line L,the two endpoints ofL are counted twice, once for forBM and once for
BN. The extra−2 accounts for that. Any interior grid points onL that appeared in the count forI (where they count double) now
appear in the counts forBM andBN (where they count as 1). That takes care of them too.

There remains only to do the same for a Type 2 move. But really the same argument applies without any changes.

Problem 60, page 72

There are a number of ways to do this. One cute way is to use the primitive triangulation result itself to do this. The idea isthat
we already know primitive triangles have area at least 1/2. (See Problem31.) A clever triangulation will show that they cannot
possibly have area more than 1/2.

Take any rectangleRon the grid with horizontal and vertical sides. We suppose the rectangle has dimensionsp×q. Thus

Area(R) = pq.

We can easily count interior points and boundary points for such a rectangle.
We triangulate the rectangle so as to find a primitive triangulation ofR. But we know how many primitive triangles there must

be forR: we just need to compute that
B= 2p+2q

while
I = (p−1)(q−1).

So if n is the number of primitive triangles our formula gives us

n= Count(R) = 2I +B−2= 2(p−1)(q−1)+2p+2q−2= 2pq.

All of our triangles have area at least 1/2 so if any one of them has area more than 1/2 the area of the rectangle would be bigger
thanpq which is impossible. Thus each has area 1/2.

Every primitive triangle can appear somewhere inside such arectangle and be used in a primitive triangulation, so this
argument applies to any and all primitive triangles.
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Problem 61, page 72

Well many mathematicians would. But there is a huge intuitive leap from a problem about area to a problem about primitive
triangulations. We began early on to sense a connection and finally came to a full realization only later on.

We could have simply announced the connection and then pursued this line of argument. Plenty of mathematics textbooks
and lectures do this kind of thing all the time. The proofs arefast, slick, and the student’s intuition is left behind to catch up
later. For a book on Mathematical Discovery we can take our time and try to convey some idea of how new mathematics might
be discovered in the first place.

Problem 62, page 73

In Figure2.23we can measure the rectangles directly and see thatP is a 5× 12 rectangle andH is a 2× 4 rectangle. Thus the
area of the regionG betweenP andH must be

Area(G) = Area(P)−Area(H) = 60−8= 52.

[We could have used, instead, our old method of counting interior points at full value of 1 and points on the polygon at half
value of 1/2. ForP we count 44 interior points and 34 points onP. Thus our standard formula gives

Area(P) = 44+34/2−1= 44+17−1= 60

as expected. ForH we have 3 interior points and 12 points onH so

Area(H) = 3+12/2−1= 3+6−1= 8

which is again correct.]
Let’s see what we get if we try to use our formula for the area ofthe regionG betweenP andH. Here, once again,G has

interior points and points on the boundary; all the points that are on the boundary ofH must be considered on the boundary ofG.
We note that the grid points of the interior of G consists of those inside P except the 15 that lie inside or on H. There are 29

such points soI = 29. The boundary of the region in question consists of the polygonsP andH. There are

B= 34+12= 46

grid points on this boundary. Trying our usual computation for G, we obtain

Area(G) = I +B/2−1=
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29+46/2−1= 51?

This is actually quite encouraging since our formula gave usa result that istoo smallby only one unit.
Try some other choices forP andH. Both should be polygons with vertices at grid points,H should be insideP, andG is the

region formed from subtractingH and its inside from the inside ofP. Rectangles (as we used) make for the simplest computations.
Try triangles and a few others.

Problem 63, page 73

Let’s argue as we have several times previously. The grid points insideP are of three types: those that are insideH, those that are
on H, and those that are not insideH nor onH. Our computation for the area insideG gave zero credit for the first type of point,
half credit to the second type of point, and full credit to thethird type of point. It also gave half credit for the grid points onP.

Thus the total credit given toG is provided by the area formula

Area(G) = I +B/2

whereas Pick’s formula (for polygonswithoutholes) would be

I +B/2−1

instead, resulting in too low a number for the area.

Problem 64, page 74

Simple algebra gives
Area(P)−Area(H) = I(P)− I(H)+ [B(P)−B(H)]/2. (2.1)

Now figure out whatI(G) andB(G) must be. Directly we can see thatI(G) includes the points counted forI(P) excluding those
counted inI(H) as well as those counted inB(H). Thus

I(G) = I(P)− I(H)−B(H).

Similarly we can see thatB(G) includes all of the points counted forB(P) plus those counted inB(H). Thus

B(G) = B(P)+B(H).
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Put this altogether using elementary algebra and find that

Area(G) = Area(P)−Area(H) = I(P)− I(H)+ [B(P)−B(H)]/2

= [I(P)− I(H)−B(H)]+ [B(P)+B(H)]/2= I(G)+B(G)/2.

So finally the new formula for the regionG (i.e.,P with a holeH) is

Area(G) = I(G)+B(G)/2

which is exactly Pick’s formula without the extra−1. This is what we have already observed for specific examplesexcept that
now we have an algebraic proof of this fact.

We can think of this using the phrase “without the extra−1” or we could write our new one-hole formula as

Area(G) =

(

I(G)+
B(G)

2
−1

)

+1

which might be more helpful since it asks us to add 1 to Pick’s formula.

Problem 65, page 74

The formula for the areaG that remains inside a polygon with exactlyn polygonal holes is

Area(G) =

(

I(G)+
B(G)

2
−1

)

+n.

Note thatn = 0 (i.e., no holes) is exactly the case for Pick’s Rule and so our new formula is a generalization of Pick’s original
formula.

The proof can be argued via counting, as we have done often, oralgebraically as in our last proof. HereB(G) is the count we
obtain for all points lying on P as well as on any of then polygons that create the holes. (We assume no two of the polygons have
points in common).

We leave the details to the reader, but for those who are interested, we provide a calculation for the case of two holes. Suppose
P is a polygon with holes created by two smaller polygonsQ andR as in Figure2.38.



112 CHAPTER 2. PICK’S RULE

P
Q

R

Figure 2.38: Polygon with two holes.

We show thatI(G)+B(G)/2 is one less thanA(G). We have

I(G) = I(P)− I(Q)+B(Q)− I(R)−B(R)

and
B(G) = B(P)+B(Q)+B(R).

Thus
I(G)+B(G)/2=

I(P)− I(Q)− I(R)−B(Q)−B(R)+ [B(P)+B(Q)+B(R)]/2=

I(P)− I(Q)− I(R)+B(P)/2− [B(Q)+B(R)]/2=

I(P)+B(P)/2− [I(Q−B(Q)]/2− [I(R)+B(R)]/2=

Area(P)+1− [Area(Q)+1]− [Area(R)+1] = A(G)−1.

Thus the correct formula for the area ofG is

Area(G) = [I(G)+B(G)/2−1]+2
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as was to be shown.
For those of our readers rather braver here is the proof for the general case. It is exactly the same but just needs some extra

attention to notation so that the task of adding upn different elements is not so messy.
Instead of labeling the smaller polygons asQ, R, . . . let us call themP1, P2, . . . ,Pn and let us call the big polygonP0. Write

Ai = A(Pi), Bi = B(Pi), andIi = I(Pi). Then, for eachi = 0,1,2, . . . ,n we know that Pick’s Rule provides

A(Pi) = Ii +Bi/2−1

and so, ifG is the figureP0 with all the holes removed, then

A(G) = A(P0)−
n

∑
i=1

A(Pi) =

I0+
B0

2
−1−

n

∑
i=1

[

Ii +
Bi

2
−1

]

.

But it is easy to check that

I(G) = I0−
n

∑
i=1

(Ii +Bi)

and

B(G) = B0+
n

∑
i=1

Bi.

Put these together to obtain the final formula

A(G) = [I(G)+B(G)/2−1]+n

as was to be shown.

Problem 66, page 77

This is almost obvious. For the points on the common edge, theangle of visibility for P1 and the angle of visibility forP2 add
together to give the angle of visibility forP. For every other point there is no problem since they can appear only in the count for
P1 or else in the count forP2.
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Problem 67, page 77

Start with triangles exactly as before and show that

Area(T) = Pick∗(T)

for every triangle. This takes a few steps as we have already seen in Section2.4.1.
Then, since the new Pick count is strictly additive (no extra1 to be added), any figure that can be split into triangles allows

the same formula for the area. But any polygon can be triangulated.

Problem 68, page 77

For each point in or on a polygonP with a number of holesH1, H2, . . .Hk we decide what is itsangle of visibility. This is the
perspective from which standing at a point we see into the inside of the region. For points interior to the region we see a full 360
degrees. For points on an outer edge ofP but not at a vertex we see only one side of the edge, so the angleof visibility is 180
degrees. The same is true for points on an edge of a hole, but not a vertex of the hole.

For points at an outer vertex of the region the angle of visibility would be the interior angle and it could be anything between
0 degrees and 360 degrees. Finally for points on the boundaryof the region that are vertex points of one of the holes we do the
same thing. One side of the angle looks into the hole, the other side looks into the region of concern.

As before ourmodified Pick’s countis to take each possible grid point into consideration, compute its angle of visibility,
divide by 360 to get the contribution. Points inside get 360/360=1. Points on the edge but not at a vertex get 180/360=1/2.And,
finally, points at the vertex geta/360 wherea is the degree measure of the angle. The new Pick count we will write as

Pick∗(P).

Now, usingG to denote the region defined by removing the holes from insideof P, simply verify that

Pick∗(G)+Pick∗(H1)+Pick∗(H2) · · ·+Pick∗(Hk) = Pick∗(P).

This is far easier than it appears. The only points that get counted twice in the sum on the left side of the equation are points on
the boundary ofG that are also on a particular holeHi. In computing Pick∗(Hi) that point gets a count ofa/360 where thea is the
angle interior toHi. In computing Pick∗(G) that same point gets a count of[360−a]/360. The sum is 1 which the correct value
for this point since, considered inP itself it is an interior point.
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The rest of the proof is obvious and requires only that we use

Area(G) = Area(P)−Area(H1)−Area(H2)−·· ·−Area(Hk) = Pick∗(G).

This uses the fact that we know this formula for all polygons without holes.

Problem 69, page 77

Problem68 presented an easier and more intuitive proof of a formula forthe area of a polygonal regionG with n holes. We need
to relate it to the other formula.

UseG to denote the region defined by removing a number of holesH1, H2, . . .Hn from inside ofP, and use Pick∗(G) to
represent the count that uses the angle of visibility.

Use Pick(G) to represent the simpler count
Pick(G) = I +B/2

wherein the number of boundary pointsB of G must include points on the boundary ofP as well as on the boundary of one of the
holes. The numberI , as usual, counts the number of interior points (here these are points insideP but not in one of the holes).

Now simply show that
Pick∗(G) = Pick(G)−1+n.

That explains Pick’s formula and illustrates where then appears.
To verify this equation we need only focus on the vertices of one of the holesHi. Every other point is counted the same

whether it appears in the count for Pick∗(G) or the count for Pick(G).
If there areh vertices on that holeHi then we recall that the interior angles (interior to the holeHi) would have a sum

a1+a2+ · · ·+ah = 180(h−2).

since the angles inside any polygon withh vertices add up to 180(h−2) degrees.
But in the computation for Pick∗(G) the same angles at the vertices appear but are complementary, i.e., the corresponding

angles are
(360−a1), (360−a2), . . . ,(360−ah).
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Thus we can compute the contributions of the vertices of the hole Hi to the count for Pick∗(G) to be

(360−a1)+ (360−a2)+ · · ·+(360−ah)

360

=
360h− [a1+a2+ · · ·+ah]

360
=

360h−180(h−2)
360

= h/2+1.

The count for the computation of Pick(G) using these same vertices is simplyh/2, which is one smaller. But that is one smaller
for each hole. This verifies

Pick∗(G) = Pick(G)−1+n

and explains the appearance of then.

Problem 70, page 79

The formula 2I +B−2 provides, as always, the number of primitive triangles. Figure2.39shows a number of different primitive
triangulations, all of which must have eight small triangles inside.

Figure 2.39: Several primitive triangulations of the polygon.
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Problem 71, page 80

If you started off by considering an equilateral triangle with a horizontal or vertical base then you should have quicklydismissed
that possibility (even without Pick’s theorem).

Now let there be an equilateral triangle with side lengtha and with all three vertices in the grid. Thena2 is an integer (use the
Pythagorean theorem). What is the area of the triangle? But Pick’s Rule says that all polygons with vertices in the grid have an
area that isn/2 for some integern. Find the contradiction4.

Problem 72, page 80

Figure2.40shows the areas labeled. Most of the areas are easier to compute using familiar formulas. You might, however, have
preferred Pick’s formula for two of them.

4You may need to be reminded that
√

3 is irrational
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Figure 2.40: Archimedes’s puzzle, called the Stomachion.

Problem 73, page 80

Each vertex lies on a the points of the grid while no other gridpoints lie on the surface or in the interior of the tetrahedron.
J. E. Reeve (see item [8] in our bibliography) used this tetrahedron as a counterexample to show that there is no simple version of
Pick’s theorem in higher dimensions. This is because these tetrahedra have the same number of interior and boundary points for
any value ofn, but different volumes. Thus there is no possibility of a formula for the volume of a tetrahedron (or a polyhedron)
that simply uses interior and boundary grid points. There are still interesting problems to address, but Pick’s theoremitself does
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not generalize to higher dimensions as one might have hoped.Reeve’s paper discusses many such related problems but it is
intended for a serious mathematical audience and is not an easy read.

Problem 74, page 80

In number theory, Bézout’s identity or Bézout’s lemma, named after Étienne Bézout5 states that ifa andb are positive integers
with greatest common divisorp, then there exist integersx andy (called Bézout numbers or Bézout coefficients) such that

ax+by= p.

Evidently we are being asked to prove only the casep= 1. After you have succeeded, do try to use the same method to prove the
more general identity

This is not difficult to prove, if you have some knowledge of number theory and divisibility. Pick’s theorem allows a different
proof that relies on geometry rather than number properties.

Let a and b be relatively prime integers. In the grid, draw theline L from the origin through the point(a,b). Note that the line
segment between(0,0) and(a,b) does not pass through any other point on the grid.

If it did, say a different point(x,y), then

y/x= b/a= slope of the lineL.

Take the point(x,y) as the grid point on the line and closest to the origin. We knowthatay= bx can be written as a product of
primes

ay= bx= p1p2p3 . . . pk.

Then, sincea andb have no common prime factors,y must contain all the prime factors ofb which is impossible sinceb is
supposed to be larger.

Now, keeping in parallel toL, move the lineL slowly upwards until it hits another lattice point of integer coordinates. Thus
we can chooseL′ to be the closest parallel line to L that intersects a latticepoint. Let (s, t) be the point the lattice point onL′ that
is closest to the origin. Consider the triangleT defined by (0, 0), (a, b) and (s, t). This triangle has no interior points and its only
boundary points lie at its vertices, for if it had others thenL would have hit them before it got to (s, t), which is a contradiction to

5Wikipedia informs us: “Étienne Bézout (1730–1783) proved this identity for polynomials. However, this statement for integers can be found already in
the work of French mathematician Claude Gaspard Bachet de Méziriac (1581–1638).”
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how we defined (s, t). Therefore, by Pick’s Theorem,

Area(T) =
1
2
.

But we have already seen in Problem2.1.6how to compute the area of such a triangle algebraically:

Area(T) =
at−bs

2
.

This means that
1
2
=

at−bs
2

.

Thereforeat−bs= 1. Substitutingc= t andd =−swe get

ac+bd= 1,

which is what we required.

Problem 75, page 81

Yes, there must be at least one such point. One might try to findthis point or show that it exists using elementary algebra, but this
would get a bit messy. Much easier is to use Pick’s formula fortriangles.

The triangleT has base 1 and heightn; from elementary geometry we know the area ofT is exactlyn/2. Sincen> 1, the
area ofT must be at least 1. Using Pick’s formula for triangles we see that if there were no grid points besides the vertices on or
in T, the area would be only 1/2.

We recall from Section2.3.1that we call such triangles primitive and a feature of our theory is that all primitive triangles have
area 1/2. In short thenT, having area 1 or larger is not primitive: therefore there must be a grid point(a,b) in or onT other than
one of the three vertices ofT.



Chapter 3

Nim

Most of us have at one time or another played games in which we faced a single opponent: chess, checkers, monopoly, Chinese
checkers, backgammon, various card games and the like. Someof these games involvechance. For example, the outcome of a
game of monopoly depends in part on the roll of dice and on cards drawn from a stack. Most card games depend in part on which
cards one draws or is dealt.

Other such games do not depend on chance: the players move alternately and each player has completely free choice of move
subject only to the rules of the game. No move is dictated by the outcome of such things as rolling dice, selecting a card or
spinning a dial.

In many of the games we play there are different rules for the two players (which may mean only that they use different
pieces). For example in chess one side plays the white piecesand one side plays the black pieces. Games in which both sides
play by precisely the same rules are said to beimpartial.

In many games there isimperfect information: for most card games the players do not know what cards the opponent is
holding.

In the type of games (called perfect information, impartial, combinatorial games) that we shall study there are two players,
alternating moves, who see the entire positions and follow the same rules. The game ends after a finite number of moves. One
such game isNim.

123
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Figure 3.1: A game of Nim.

Set out matchsticks as in the figure. There are two players. Each player, in turn, removes one or more matchsticks from one of
the four columns. The player removing the last matchstick wins. You can play Nim with any number of columns and any number
of matchsticks in each column.

3.1 Care for a game of tic-tac-toe?

Figure 3.2: Care for a game?

Probably not. But why not? Perhaps it is because of this well-known fact.

3.1.1 (Tic-tac-toe) Player I in a game of tic-tac-toe has a strategy that will leadin every case to either a win or a draw.

But, in fact, that cannot be the real reason why you, as an adult, are no longer willing to play this game. The game of checkers
is identical in this respect: the first player in a game of checkers has a strategy that will lead in every case to either a winor a
draw. Moreover, the second player has a strategy that will inevery case force a draw. Thus two completely and perfectly informed
players would play every checkers game through to a draw. Every time. Just like tic-tac-toe.
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The difference, however, is that no one you meet knows the strategy for checkers even though we can prove that one exists.
Every schoolchild beyond a certain age knows the strategy for tic-tac-toe. Consequently tic-tac-toe retains no interest for us while
checkers remains challenging and intriguing.

Prove that a strategy exists How does one go about proving that a strategy exists without actually finding one? We shall think
about this problem in the context of tic-tac-toe. Unfortunately that game is so familiar to us that it interferes with ourreasoning.
We adjust the rules of tic-tac-toe. The game play innew rules tic-tac-toeis exactly the same as before: the players alternate
placing X’s and O’s in the squares stopping when all squares are filled or when there is a line of 3 X’s or 3 O’s. We consider all
the end positions of the game; there are somewhat less than a hundred of these. We call some of these positionswhitepositions
and the restblack. Figure3.2 shows an end position. We can call it black or white as we please. The winner of the game is
declared following this rule: if the end position is white then player I wins, while if the end position is black then Player II wins.

An analysis of this game leads to a proof that tic-tac-toe hasa strategy and we will not have to supply the strategy as part of
the proof.

Problem 76 Let an end position be defined as white if there are three X’s onone of the diagonals and let every other end position
be defined to be black. Show that one of the players has a winning strategy in new rules tic-tac-toe. Answer

Problem 77 In any new rules tic-tac-toe game prove that either player I has a winning strategy or else player II has a winning
strategy. Answer

Problem 78 In any tic-tac-toe game (played by the ordinary rules) use Problem77to prove that player I has a strategy that must
end in either a win or a draw. Answer

Problem 79 (Equivalent games)Here are the rules for the Game of 18: From a deck of cards extract nine cards numbered from
2–10 and place face up on the table. Each of two players in turntakes a card. The player wins who first obtains three cards whose
sum is exactly 18. Show that this game is “the same” as a tic-tac-toe game. (This concept of two games being “equivalent” will
be important later.) Answer

Problem 80 (Simple card game)Analyze the following card game. From a deck of cards extractthe Jacks, Queens, and Kings
of hearts, diamonds and spades. These nine cards are placed face up on the table. Each of two players in turn takes a card.
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The player wins who first obtains three cards of these types: three-of-a-kind, JQK of the same suit, or(J♦,Q♠,K♥), or
(J♥,Q♠,K♦). Answer

3.2 Combinatorial games

Mathematicians study games like tic-tac-toe, chess, checkers, and many others by describing the features that are similar. Among
these similar features are that there are two players who play by certain rules known to both players, taking turns one after another,
continuing until a win or a draw is declared. Both players arefully informed about the state of the game (there are no hidden
elements such as cards not turned over or dice yet to be thrown). There is no element of chance. They describe such games as
combinatorial games.

Of particular interest in any combinatorial game is whethereither player can force a win and, if so, by what strategy. As
we have long known, correct play by both players in tic-tac-toe must end in a draw. In 2007 it was determined,1after years of
computer calculations, that the same is true for checkers. For chess the situation is unknown; it is possible that one side could
force a win but we do not even know whether that would be white or black.

The games we shall study are all combinatorial games, but they are very special. They are said to beimpartial in that both
players must playby the same rulesand the player who makes the last legal move is declared the winner.2 There are no draws.
For example, Tic-tac-toe (like chess and checkers) is not impartial: one player plays the X’s and the other player plays the O’s.
The last player to make a legal move may not necessarily win (it could be a draw).

The most important impartial combinatorial game is Nim. It is the first such game to receive a complete mathematical solution.
We would expect (by using the same argument as we used in Problem 77) that one of the two players in any game of this type
should have a winning strategy. But how could we determine which one has the winning strategy? How could we determine what
that strategy should be? How would we go about finding out the answers to these questions?

In order to motivate our development and to clarify what we are really looking for in a strategy, we shall begin with some
simpler games before attacking Nim. Some of the ideas which will surface here will be central to our development.

1Jonathan Schaeffer et al.,Checkers is solved, Science Vol. 317 no. 5844, pp. 1518–1522.
2This is called thenormal play condition. We will also, much later in the chapter, consider a different kind of combinatorial game where the last player to

make a legal move loses.
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3.2.1 Two-marker games

Two markersA andB are placed above positive integers on the number line. (Think of this as a long board with holes. The holes
are numbered 1.2.3, . . . . Pegs markedA andB can be inserted in the holes.) For example, we might have placedA at hole number
4 andB at hole number 9 as indicated in Figure3.3.

A B

1 2 3 4 5 6 7 8 9 10 11 12

Figure 3.3: A game with two markers at 4 and 9.

The two players move alternately. A move consists of moving either one of the markers to the left as far as one wants with the
proviso thatB stays to the right of A. (Markers must be placed above an integer.) The player who makes the last legal move wins.

A B

1 2 3 4 5 6 7 8 9 10 11 12

Figure 3.4: The ending position in a game with two markers.

Figure3.4 illustrates the end position in any game of 2–markers. This must occur only whenA is at position 1 andB is at
position 2. To win in a game of 2-markers you would be well-advised to keep the end position always in mind.
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Example 3.2.1 Let us play the two-marker game with markers at 4 and 9 (as in Figure3.3). The player whose turn it is has seven
possible moves: he or she can moveA to any one of the positions 1, 2 or 3 or can moveB to any of the positions 5, 6, 7 or 8. The
game ends when a player has no move available. This must occuronly whenA is at position 1 andB is at position 2. The player
who made the final legal move wins.

A bit of reflection shows that, for this game, we can guaranteea win by the following procedure. We moveB to 5. Now,
according to the rules, our opponent cannot moveB. He or she must moveA. Whatever move our opponent makes, we answer
by movingB right next toA. Following this procedure, we see that eventually our opponent must moveA to 1 and we answer by
movingB to 2. We won. ◭

The strategy in the example would work no matter what the original position was, as long as it was possible for us to moveB
at our first turn. For two-marker games we can say that there are preciselytwo kinds of positions: ones in which we can make a
good move and ones in which no good move can be made.

3.2.2 Three-marker games

Let us complicate the game by introducing a third markerC on an integer to the right ofA andB. For example, we might start
with the position indicated in Figure3.5with markers at 4, 9, and 12.

A B C

1 2 3 4 5 6 7 8 9 10 11 12 13

Figure 3.5: A game with three markers at 4, 9, and 12.

The rules are as before. When it is our turn, we may move any of the three markers as far as we wish to the left as long as the
relative order of the marker from left to right remains the same—B must stay betweenA andC. The game ends when a player has
no move available.
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A B C

1 2 3 4 5 6 7 8 9 10 11 12 13

Figure 3.6: The ending position in a game with three markers.

Figure3.6illustrates the end position in any game of 3–markers. This must occur only whenA is at position l,B is at position
2, andC is at position 3. Keep this end position in mind as your final goal.

Problem 81 Find a strategy for the three-marker game. Begin by experimenting with a marker board and the three markers A, B
and C. Answer

3.2.3 Strategies?

Let us digress for a moment and consider a game like chess or checkers. What is it that distinguishes a strong chess player from
a weak one? Obviously, that is not a question which can be answered easily—a strong player knows the openings, has studied
many combinations, knows the endings, and can look ahead many moves.

But there is one feature we can focus on which will be central to our development of the marker games and Nim. A good
chess player will recognize many positions as desirable to achieve. For example, very early in one’s learning of the gameof chess,
one realizes that if one can achieve a position in which one has the king and the queen while the opponent has only the king, the
game can be won quickly.

As one improves, one recognizes more and more of such desirable positions. Thus, the good chess player can have many,
many subgoals when playing chess. He does not have to see how to checkmate the opponent from the very beginning of the
game—he must only try to achieve one of these many desirable positions. The same is true of checkers and of other of these
two-person games of skill. Our device for discovering strategies for Nim and the marker games is to find a way of determining
all of these sub-goals for the given game.



130 CHAPTER 3. NIM

Perfect strategies? Usually, by a strategy, we mean some method we can use to improve our chances of winning. In Exam-
ple 3.2.1we did not merely improve our chances of winning. We can winevery timeprovided we start first. And we will lose
every time that we start second if we are playing against an informed opponent.

There are many strategic advantages that a clever and informed chess player can use. An international grandmaster will win
any game he or she plays against a lesser player. But there is as yet no known perfect strategy for chess. For the games in this
chapter we are not content with just strategies. We want perfect strategies.

3.2.4 Formal strategy for the two-marker game

Let us formalize what we discovered in the two-marker game. We use the suggestive notationB= A+1 to describe the fact that
B is adjacent to A. Observe three facts:

1. 2= 1+1, thus the final position satisfies the equationB= A+1.

2. If B= A+1, then any move whatsoever results in a position for which that equation is no longer satisfied.

3. If B 6= A+1, there is a move which results in the equation being satisfied.

Let us say that a position isbalancedif it satisfies the equationB= A+1 and that it isunbalancedif B 6= A+1. With this
language, the three observations above become:

3.2.2 (Balanced positions in marker games)Every position in the game is either balanced or unbalanced.

1. The final position is balanced.

2. If a position is balanced, then any move whatsoever results in a position that is unbalanced.

3. If a position is unbalanced, there is a move which results in a position that is balanced.

Once we have articulated the situation in this balanced and unbalanced language we can easily prove that we do in fact have
a strategy. We can always move from an unbalanced position toa balanced position. Our opponent always receives a balanced
position and must destroy the balance. The final position is balanced. Eventually, after some finite number of moves, our opponent
is faced with this final balanced position and has no move. We win!
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Thebalanced positionsare the subgoals that we seek. This will be true inall the games we shall look at in this chapter. It is
very important that one understands the notion ofbalancedpositions before proceeding further, so we suggest that youreread the
preceding discussion and relate it to the two-marker game before going on.

3.2.5 Formal strategy for the three-marker game

The three-marker game has been used by some teachers in elementary school as a device for motivating children to practice
addition and subtraction. The children usually discover, through playing the game repeatedly, that the balanced positions are
given by the equation

A+B=C.

They do not know anything about balanced positions, of course; they just discover that they can win if they can obtain those
positions.

Following the strategy that the children discovered, let ussay that a position in the three-marker game isbalancedif it satisfies
the equationA+B=C and that it isunbalancedif A+B 6=C.

Problem 82 Verify that each of the three parts of Statement3.2.2apply to the three-marker game. Answer

Problem 83 Discover the balancing positions for the four-marker game and prove that the same three rules apply to them.
Answer

Problem 84 What are the balancing positions for the five and six-marker games? Answer

3.2.6 Balanced and unbalanced positions

Generally we are seeing that, in games of this type, an analysis using the ideas of balanced and unbalanced positions3 leads to
a strategic way of thinking about the game. Any end position is balanced. A balanced position always leads to an unbalanced
position. An unbalanced position always allows a move to some balanced position. If this is so the strategy is clear.

3In the literature theunbalancedpositions are often calledN-positions, (because thenextplayer is to win), while thebalancedpositions are known as
P-positions(because thepreviousplayer is to win).
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It might seem that determining which positions in a game are balanced and which are unbalanced takes some considerable
skill. It was easy for the two-marker game, rather harder forthe three and four-marker games, and apparently formidablefor a
five-marker game. In fact, though, it need not take skill, butit does take patience. We can do this formally foranygame of the
kind we study in this chapter.

We assume, as always, that the players alternate turns at making moves according to the same rules. After a finite number of
moves the game ends and the last person to move is declared thewinner.

Defining balance You might have noticed that in trying to determine the balanced positions in a game, there is a sense of
“working backwards.” The final position is balanced. We thenseek simple balanced positions that lead quickly to the final
position. (Think of our discussion about chess.) Then we seek positions that lead to one of the positions we have already
determined to be balanced.

We can put these ideas into a formal setting. This material issomewhat abstract but not difficult. We merely define carefully
what we mean bystarting at the end of the gameand what we mean when we say a position isbalanced or unbalanced. The
definition rests on the principle of mathematical induction.

A formal way of presenting these ideas and checking the accuracy of our intuitions is to introduce abalancing numberfor
any position in a game. IfG is one of our games andp is a position in that game we define Balance(p) by these rules:

1. If p is an end position in the gameG then Balance(p) = 0.

2. If p is not an end position in the gameG , first find all the positionsp1, p2, . . . , pn that could be obtained from the position
p in one legal move. We use the notation

p p1, p2, . . . , pn

to indicate that any move that can followp is in this list. Then compute the list of numbers

Balance(p1), Balance(p2), . . . ,Balance(pn).

3. Balance(p) is defined to be zero if zero doesnot appear in the list and to be 1 if zerodoes appearin the list.

A position with a balancing number of zero is said to bebalanced. If the balancing number is 1 then it isunbalanced.
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Note how these rules will always require a position with a zero balancing number to lead to nothing but positions with a
balancing number of 1. Observe too that these rules will always require a position with a balancing number of 1 to lead to atleast
one position with a balancing number of 0. Our definition is designed precisely around the rules that we devised in Statement 3.2.2
for our marker game.

This is an example of a recursive definition; we have to build up the values of the function Balance(p) step by step starting
close to end of the game. In a way we would have to play the game backwards.

The way that we have defined the balancing number shows that

• Any end position has a balancing number of zero.

• If a position has a balancing number of zero then all positions which follow it in the game have a balancing number of one.

• If a position has a balancing number of one then there is at least one position that follows it in the game that has a balancing
number of zero.

Thus balanced and unbalanced positions are defined now in anygame, and they behave precisely as we required for the marker
games in Statement3.2.2. The strategy in any game is the same: always (if you can) leave your oppenent a balanced postition,
forcing him to unbalance it at his next move. Since the game ends in a finite number of steps at a final balanced position, the
player who can follow this strategy must have made the last move and is declared the winner.

Depth of a position In practise it is easy to see that this recursive definition will assign a value to each position in any game. To
make it more precise how this is done let us introduce the notion of depthof a position. This is just a measure of the maximum
number of moves left in the game. Any end position (there may be several) has no further moves possible and is said to be at
depth zero. Such positions are always balanced. If a position can move only to a depth zero position, then it is said to be atdepth
one. Such positions are always unbalanced.

If a position that is not at depth zero or depth one can move only to a depth zero or a depth one position, then it is said to be
at depth two. Such positions may be balanced or unbalanced. We would haveto check. Generally a position that is not itself at
depth 0, 1, 2, . . . , orn−1 and that can move only to such a position, is said to be at depth n. At depthn the game must end in at
mostn moves.
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All games solved! By this simple definition we have precisely defined, for any game of this type, how a position may be
considered balanced or unbalanced and we have a method for computing that fact. Thus we can solve all games!

Well not all games, because not all games are of this type. Tic-tac-toe, chess, and checkers have rules that are differentfor the
two players (e.g., one player plays the X’s and the other the O’s). The game may end in a draw. The rule is not that the last player
who is able to make a move wins.

But, for finite games of the last-move type discussed so far, the solution is exactly this. Compute all balanced positionsand
play the game in such way (if possible) as to leave your opponent only balanced positions. If you start play with an unbalanced
position then you will surely win. If you start play with a balanced position then, provided your opponent makes just one mistake,
you will win.

Is this practical? Recursive definitions like this one, however, are particularly difficult and tedious to compute. On the other
hand they are particularly easy to program and run on a computer. Unless the game has billions and billions of possible positions
(like chess and checkers do), a short amount of time will enable a full computation of all the balanced positions. A human
computation by hand could be extremely slow and tedious.

The moral is do not play any of these games against a computer;you will surely lose. It may be safe to play against a human,
unless she has figured out a cleverer way to find balanced positions without having to compute Balance(p) for all positions in the
game in the way the recursive definition prescribes.

For us the problem now is not finding all balanced positions, but finding some elegant and simple way of describing them
without having to resort to brute force and compute Balance(p) for every position in the game.

Problem 85 In the game of 2–pile Nim, players in turn take matchsticks (one or more) from one of two piles. The player to
take the last matchstick wins. Compute the depth and balancing numbers for enough positions that you can make a reasonable
conjecture about which positions are balanced and which areunbalanced. Answer

Problem 86 (Red and black argument)Suppose that all the positions in a game are described as either red or black and that
these three statements are true:

1. Any end position is red.

2. Any red position can move only to a black.
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3. From any black position there is at least one move to a red position.

Show that the red postitions are balanced and that the black postitions are unbalanced. Answer

Problem 87 In Problem85 you would have made a conjecture about the balanced and unbalanced positions in the game of
2–pile Nim. Use the red and black argument to prove this conjecture. Answer

Problem 88 The game of 2–pile SNIM is played exactly as Nim but each player has the option of adding one matchstick to a pile
or removing as many as he pleases from that pile. Show that, even though the balanced positions are the same as for Nim, there
is no winning strategy. What is wrong here? Answer

Problem 89 In our four-marker game (in the answer to Problem83) we said that a position was balanced if and only if the
equation D−C= B−A was satisfied. Use the red and black argument to prove this fact. Answer

Problem 90 In a game every move from a balanced position will produce an unbalanced position. In some games the reverse is
also true: every move from an unbalanced position will produce a balanced position. How would you describe those games?

Answer

Problem 91 If Player I faces an unbalanced position the challenge for him is to select a correct move (there must be at least
one) that rebalances and leaves a balanced position. If Player II faces a balanced position then every move she makes will
(unfortunately) produce an unbalanced position. Is there any strategic choice for Player II in such a game? Answer

3.2.7 Balanced positions in subtraction games

The analysis of the balanced and unbalanced positions in thetwo-marker and three-marker games presented little difficulty. The
four-marker game was a bit tougher, and the five and six-marker games of Problem84may well have defeated you.

For a little more practice with these ideas here are some simpler games where the balanced and unbalanced positions are in
some cases easy to work out. Remember that every position must be either balanced or unbalanced: we are looking for a fast and
easy way of finding out which is the case for any position.
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Problem 92 In this game there is one pile of matchsticks and each player removes 1, 2, 3, or 4 sticks at a time. The winner is the
one removing the last matchstick. What are the balanced positions for this game? Answer

Problem 93 In this game there is one pile of matchsticks and each player removes 1, 4, 9, 16, . . . sticks at a time, always restricted
to a perfect square. The winner is the one removing the last matchstick. Find all the balanced positions less than 25 for this game?

Answer

Problem 94 Find all the balanced positions between 25 and 100 for the game of Problem93. Answer

Problem 95 Do you have a conjecture as to a formula that will produce all the balanced positions for the game of Problem93.
Answer

Problem 96 In the most general one-heap subtraction game there is one pile of matchsticks and each player removes an allowed
number of sticks at a time, always restricted to numbers froma given subtraction set S. The winner is the one removing the last
matchstick. Thus Problem92 is a one-heap subtraction game with S= {1,2,3,4}. Problem93 is a one-heap subtraction game
with S= {1,4,9,16,25,36, . . . }. Find the balanced positions for a subtraction game given the subtraction set

S= {1,2,3,4,5,6,7,8,9,10}.
Try to experiment with other choices of S. Answer

Problem 97 Give rules for a two-heap subtraction game and find some balanced positions in the simplest cases.

Remarks For some of the one-pile subtraction games the analysis is fairly easy. But, even when things prove difficult to
compute, the resolution always follows from our balanced and unbalanced accounting. For the marker games the same is true. By
the time we get to five and six-marker games (as in Problem84) we ran into considerable trouble finding the balanced positions.
Equations defining balanced positions similar to those for the two, three and four-marker games did not come to mind readily.
There is a reason for this and we will discover that reason later. Instead of pursuing the marker and subtraction games further at
this time, we will continue with some other games. But we willreturn to the marker games later.
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3.3 Game of binary bits

The game of binary bits that we introduce in this section contains much of the important structure of all of our games and is
fundamental to all of combinatorial game theory. We start with an equivalent game that provides our introduction to the bits
game.

3.3.1 A coin game

This game is played with coins—pennies, nickels, dimes, andquarters. Each position in the game isn piles of 0–4 coins such that
each pile contains at most one coin of each type. The rules of the game are

1. Each play of the game requires a player to remove one or morecoins from one of the piles.

2. Optionally the player may also add one or more coins to the same pile provided the coins added in are of lower value than
the highest-value coin removed. (E.g., a player removes a dime and a penny and can add a nickel (if there is not one there
already) but cannot add a quarter.

3. The player to take the last coin is the winner of the game.

The easiest way to display a position in the game, both for thepurposes of writing about it and for the purposes of play itself,
is to arrange the coins in a rectangular display of 4 rows andn columns as in Figure3.7. Pennies are recorded on the bottom row,
nickels on the row above and so on until the quarters are displayed on the top row as Figure3.7 illustrates.

We do not yet see what positions in such a game would be balanced or unbalanced, but a person aware of the strategy would
see immediately that the position in Figure3.7 is unbalanced. A balancing move is to take a dime from the 5th pile and toss in a
nickel. That takes only a couple of seconds to compute if one knows the strategy. Moreover a strong player will notice thatthere
are exactly two other balancing moves that would have workedtoo. Did you?

Problem 98 Play some simple coins games with one, two or three piles. What did you observe? Answer

Problem 99 Show that the coin game must end in a finite number of moves. Answer
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Figure 3.7: Position in the coin game.

3.3.2 A better way of looking at the coin game

In analyzing this game one soon realizes that the notationsp©, n©, d©, and q© are completely unnecessary since the position in the
rectangular array already determines which coins appear. That means we need record onlyYES or NO in each case.

The traditional way to do this now, especially since the advent of computers, would be to use binary bits—the bit 1 is used for
YES and the bit 0 is used forNO. That means that Figure3.7can be written out instead using the simpler Figure3.8.

Also we can simplify the moves in the game if we realize that removing a coin simply changes aYES to aNO, i.e., it changes
a 1 bit to a 0 bit. Similarly adding a coin changes aNO to aYES, i.e., it changes a 0 bit to a 1 bit. We are just flipping bits, which
is a good description of what computers do. Thus, if we translate the coin game to binary bits, we arrive at the binary bits game
of Section3.3.3which is exactly identical to it.

Problem 100 (A card game) In this game a deck of cards is shuffled and fourteen cards are dealt on the table face up. A play in
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1 1 1 1 1 1
1 1 0 0 0 1
0 0 1 1 1 0
1 0 1 0 1 1

Figure 3.8: The same position in the coin game with binary bits.

the game requires the player to remove one of the cards. He then has the option of removing more of the cards of the same suit
that have lesser face value, and/or adding (from the left-over pile) any cards of the same suit that have lesser face value. How
would you analyze this game? Answer

3.3.3 Binary bits game

In the game ofbinary bitswe start off with am×n rectangular array of zeros and ones. There arem rows andn columns and only
the numbers 0 and 1 can appear. As is often the case, the numbers are calledbits. A legal move of the game is described this way:

1. The player selects a 1 bit in some position and changes it toa 0 bit.

2. The player may optionally change any or all of the bits in the column below the selected bit 1.

Play evidently stops when all the bits have been changed to 0.The player who made the last legal move wins.
At first it seems obvious that the game eventually stops. A moment’s reflection, however, may give us pause. As the game

progresses some moves may add 1 bits, so the total count of 1 bits does not always go down. In Problem101 you are asked to
show that the game is finite. This, we recall, is essential if our analysis in terms of balanced and unbalanced positions isto be
successful.
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Example 3.3.1 A move in a 5× 3 game is illustrated in Figure3.9 Here the player elected to change one of the 1 bits in the
second column, and he also flipped two of the lower bits.

1 1 0 1 0 0
0 0 0 0 1 0
0 1 1 0 1 1
0 1 1 0 0 1
0 1 0 0 1 0

Figure 3.9: A move in a 5×3 game of binary bits.

Can you spot whether this was a good move? Was there a better move? ◭

The m× 1 game Here there is but one column and the strategy should be obvious. The player to start simply chooses the
topmost 1 bit and changes that bit and all the ones below it to zero bits. The game is over and he wins. A position with any 1 bits
is unbalanced.

The m×2 game Here there are two columns and the strategy is obvious . . . after some thought. In Problem102you are asked
to solve the game. The strategy that works is calledthe mirror strategyand plays an important role in game theory.

The m×3 game Here there are three columns and the strategy is no longer obvious at all. At this point the game becomes rather
more interesting. We know that an analysis of balanced and unbalanced positions will result in a completely solved game but we
do not yet know how to do that in any simple way.

Problem 101 Show that every game of binary bits must end in a finite number of steps. Answer
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Problem 102 Find a complete strategy for the m×2 game of binary bits. Answer

Problem 103 Which, if any, of the positions in the5×3 games of Figure3.10are balanced? Answer

1 0 0

0 0 0

0 0 0

0 0 0

0 0 0

1 1 0

0 0 0

0 0 0

0 0 0

0 0 0

1 1 1

0 0 0

0 0 0

0 0 0

0 0 0

Figure 3.10: Which positions are balanced?

Problem 104 Which, if any, of the positions in the5×3 games of Figure3.11are balanced? Answer

1 0 0

1 1 0

0 0 0

0 0 0

0 0 0

1 1 1

1 1 1

0 0 0

0 0 0

0 0 0

1 1 0

1 1 1

0 0 0

0 0 0

0 0 0

1 1 1

1 1 0

0 0 0

0 0 0

0 0 0

1 0 0

1 1 1

0 0 0

0 0 0

0 0 0

Figure 3.11: Which positions are balanced?

Problem 105 Which, if any, of the positions in the5×3 games of Figure3.12are balanced? Answer
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1 0 1

1 1 0

0 0 0

0 0 0

0 0 0

0 1 1

1 0 1

0 0 0

0 0 0

0 0 0

1 0 1

1 0 1

0 0 0

0 0 0

0 0 0

Figure 3.12: Which positions are balanced?

Problem 106 Do you have a conjecture? Answer

Problem 107 Define a position in a m×3 game to be even if there are an even number of1 bits in each row. Define a position in
a m×3 game to be odd if there is at least one row containing an odd number of1 bits. Check each of the following:

1. The end position of the game is even.

2. If a player makes a move from an even position it will surelyresult in an odd position.

3. If a player faces an odd position there is always a choice ofmove that leaves an even position.
Answer

Problem 108 Give a complete solution for the m×3 game of binary bits. Answer

Problem 109 Are you prepared to announce a solution for the m×n game of binary bits? Answer

Problem 110 Describe all the balancing moves in the coin game displayed in Figure3.7. Answer

Problem 111 In the coin game one can change the rules to allow more coins ineach pile. For example:
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1. Each play of the game requires a player to remove all the coins of the same type from one of the piles.

2. Optionally the player may also add coins to or subtract coins from the same pile provided the coins added or subtracted
are of lower value than the coins initially removed. (E.g., aplayer removes all dimes and then can add or subtract as many
pennies and nickels as he pleases, but cannot add any quarters.

3. The player to take the last coin is the winner of the game.

How does this change the game? Answer

Problem 112 In the coin game one can change the rules to allow any player tokeep the coins that he has removed. How does
this change the game? Answer

Problem 113 (A number game)A game similar to binary bits starts with a m× n rectangular array of arbitrary numbers. A
legal move of the game is to change any nonzero number to zero and, optionally, change any or all of the numbers in the column
below the selected number. The last player to move wins. Analyze this game. Answer

Problem 114 (A word game) This word game is also similar to the game of binary bits. The players start with three or more
words. A player moves in this game by selecting a word and a letter that appears in that word. He must remove all appearances
of that letter in the word chosen and may, optionally, add in or remove any other letters that are earlier in the alphabet. For
example if the six words are

[ Twas brillig and the slithy toves]

then a legal move would be to select the “l” inbrillig and remove both of them. The “r” cannot be removed but the other letters
can and any letters a—k could be added in, for example

brillig  abbrek

would be allowed. The last player to move wins. Analyze this game. Answer

Problem 115 Are you prepared to announce a solution for the game of Nim? Answer
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3.4 Nim

The classical game of Nim is played as follows. Four piles of matchsticks (or cards or coins) containing 1, 3, 5, and 7 sticks
respectively, are placed on a table as indicated in the diagram.

Figure 3.13: A game of Nim.

One of the players removes one or more sticks (as many as he likes) all from the same pile. Then the opponent does the same
from the remaining sticks.The player who takes the last stick wins.

We do not need match sticks to play the game, of course. We could instead consider the quadruple of numbers(1,3,5,7) and
lower one of those numbers to start the game. Then our opponent would lower one of the remaining numbers. The game ends
when there are no positive numbers left; that is, when all four numbers are zero. This corresponds to having no matchsticks left
on the table.

The general Nim game There is nothing special about the numbers(1,3,5,7). We can play the same game with any number
of piles of matchsticks, and the number of sticks in each pilecan be chosen as we like. We can describe a Nim game withk piles
containingn1, n2, . . . ,nk sticks in the piles by writing

(n1,n2, . . . ,nk).

Our objective is to find a winning strategy that will apply toeveryNim game, no matter how many piles there are and no matter
how many sticks are in each pile.

3.4.1 The mathematical theory of Nim

At this stage we know how to solve the game of Nim in a technicalsense. We can simply describe all balanced and all unbalanced
positions. Lacking any better ideas we just start at the end of the game working backwards. Maybe the real structure will emerge.
Or perhaps the real structure will remain mysterious even after seeing all the balanced positions.
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The complete mathematical theory for the game of Nim was discovered by Charles L. Bouton who published his observations
in the research journalAnnals of Mathematicsin 1901. Bouton’s paper marked the beginning of the theory ofwhat are called
combinatorial games.

Research papers announce and publish results in a relatively compact form for the mathematical community. His complete
paper is reproduced in our appendix on page??. Our interest here is not in the result or formal proofs of theresult, but in
discovery.

If you are impatient to learn the strategy and beat all your friends at Nim go to the appendix and read Bouton’s paper. If you
wish, as we do, to go through the process of discovering a clever mathematical theory, begin instead by playing the game and
looking for the underlying structures.

3.4.2 2–pile Nim

As an easy warm-up, let us begin with 2–pile Nim. Here we have two piles of sticks and our objective isto take the last stick. Our
analysis will use the usual ideas of balanced and unbalancedpositions.

A position in two-pile Nim is described by a pair of numbers(m,n) representing two piles of sticks, one containingm sticks
and the other containingn sticks.

Starting at the bottom, we know that(0,0) is balanced and can deduce that therefore(1,0) and(0,1) are unbalanced. Carry
on until you are able to spot the pattern.

Problem 116 Discover the strategy for 1–pile Nim. Answer

Problem 117 Discover the strategy for 2–pile Nim. Answer

Problem 118 The mirror strategy that we used in Problem117 works for 2–pile Nim, but is not much help with 3–pile Nim or
4–pile Nim. Even so, there are some situations where it can work. Show that a mirror strategy will win a game of 4–pile Nim if
the opening position is of the form(m,n,m,n). Answer

Problem 119 (Kayles) The mirror strategy works for a number of other games. Try it on the game of Kayles. Line up a number
of coins in a row so that each coin touches its neighbors as in Figure 3.14.
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Figure 3.14: Coins set up for a game of Kayles.

The rules of the game are that a player may remove a single coinor two coins that touch each other. The last player to move
wins. Show how a mirror (Tweedledum-Tweedledee) strategy can be used to solve this game. Answer

Problem 120 (Circular Kayles) Find a strategy for the game of Kayles when the coins are arranged in a circle instead of a
straight line. Answer

3.4.3 3–pile Nim

Let us proceed to 3–pile Nim. Here things are quite a bit more complicated. The game has a rather complex structure and it will
take a while to discuss the balanced positions.

For 2–pile Nim we discovered in Problem117 that the balanced positions arethose which have the same numberin each
pile. These are games of the form(n,n), indicating two piles so that each pile hasn sticks. Unfortunately knowing the complete
strategy for 2-pile Nim doesn’t give us any clues as to the strategy for 3-pile Nim.

We also could have expressed our solution of 2–pile Nim in terms of the mirror strategy. Again this doesn’t help us in finding
a solution to 3–pile Nim. The only method we have that is general enough to lead us in the right direction is to search for balanced
and unbalanced positions.

You may wish to find an opponent with whom to play a few games, just to get a feeling for the game. Start with games which
do not have many sticks in each pile.

The situation is a bit like chess or checkers. By playing a fewgames, one can learn how to play better, but to become a really
good player, one must also begin to learn something about thestructure of the game. A difference is that in order to becomean
excellent chess player, we must devote a great deal of time tothe subject. And no one knows a perfect chess strategy. With Nim
we shall eventually see what the perfect strategy is. And it involves only a few ideas.

Starting off at the bottom we can easily construct a few balanced positions. As usual(0,0,0) is balanced and that shows us
that (1,0,0), (0,1,0), and(0,0,1) are unbalanced. At the next level(1,1,0), (0,1,1), and(1,0,1) are balanced so that(1,1,1)
must be unbalanced. Carry on. Does a pattern emerge?
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Problem 121 Are the two positions(1,2,2) and(1,1,2) balanced or unbalanced? Answer

Problem 122 (The position(1,2,3) is balanced) Go through all the details necessary to check that(1,2,3) is balanced.
Answer

3.4.4 More three-pile experiments

In solving a number of our problems we took advantage of the fact that we knew all the balanced positions in two-pile Nim. Thus
we can easily spot whether(m,n,0) is balanced or not because this is identical to playing the game(m,n) in two-pile Nim. While
this was a bit of help, it proves to be a dead end for finding the pattern that describes the three pile game.

This is disappointing since it means a familiar technique isnot going to work. Going from two-pile Nim to three-pile Nim
presents us with a different game. Mastery of the former gives us only minimal assistance in playing the latter. The same will
happen with 4-pile Nim: even if we compile a list of all balanced positions in 1-pile, 2-pile, and 3-pile Nim, we will stillhave
trouble.

We need to find a new kind of pattern. If you have experimented with a number of small games, you have undoubtedly begun
to pick up certain patterns although, at this stage, it is still not clear how to exploit those patterns.

Example 3.4.1 Did you notice that the games

(1,0,1), (2,0,2), (2,1,3), (3,0,3), and(3,1,2)

are all balanced? Compare that with the fact that the games

(1,1,2), (2,2,4), (2,3,5), (3,2,5) and(3,3,4)

are all unbalanced.
These two groups of games form a certain pattern obtained from the first in each list. Thus,(2,0,2) is thedoubleof (1,0,1).

The other three games in the first group can be obtained by anear-doublingfrom (1,0,1) or (2,0,2) by adding a stick to exactly
two of the piles. ◭

Examples such as these might suggest that doubling or near-doubling a game does not change its status – if the original game
is balanced, so are the resulting games obtained by doublingor near doubling. If that turns out to be true, it will give us alarge
collection of positions whose status we will know.
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What about the other near doubles we obtain by doubling the number of sticks in each pile and adding one stick to exactly one
of the resulting piles? Or to all three of the resulting piles? For example, from the game(1,0,1) we would get the games(2,1,2),
(3,0,2), (2,0,3), and(3,1,3). What do you think happens? Work it out, make a conjecture, and then see if your conjecture is
valid for the examples in Problems123–126.

Problem 123 Which of the games
(2,4,6), (2,5,7), (3,4,7), and(3,5,6)

are balanced and which are unbalanced? Answer

Problem 124 Which of the games
(2,6,8), (2,7,9), (3,6,9), and(3,7,8)

are balanced and which are unbalanced? Answer

Problem 125 Which of the games
(3,4,6), (2,5,6), (2,4,7), and(3,5,7)

are balanced and which are unbalanced? Answer

Problem 126 Which of the games
(3,6,8), (3,7,8), (3,6,9), and(3,7,9)

are balanced and which are unbalanced? Answer

Problem 127 Study the patterns of Problems123–126. How are they related to the games(1,2,3) and(1,3,4)? Do you see any
connection between the strategies for these games,(1,2,3) and(1,3,4), and the games in Problems123–126. Answer

3.4.5 The near-doubling argument

Can we yet spot the structure of the balanced positions in 3–pile Nim? A flash of insight would help and perhaps
you have had one. If not, then the line of reasoning we now follow will lead us closer to the moment of recognition.
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The bright idea we need to progress further is apparent in theexperiments we have so far performed, provided we look at
things from a new point of view. We noticed that all these positions were balanced:

(1,1,0) as well as(2,2,0), (1+2,1+2,0), (2,1+2,1+0), and(1+2,2,1+0).

This includes(3,2,1), so(1,2,3) would be balanced too.
The same kind of doubling produces yet more balanced positions:

(1,2,3) as well as(2,4,6), (1+2,1+4,6), (2,1+4,1+6) and(1+2,4,1+6).

Starting at(2,2,0) and using the same pattern produces

(2,2,0) as well as(4,4,0), (1+4,1+4,0), (4,1+4,1+0) and(1+4,4,1+0).

A little checking shows that these too are balanced.
If we were to include in this list all the different permutations we would recognize that we have obtained all of the balanced

positions close to the end of a 3–pile game just by doubling and redoubling(1,1,0) and maybe adding a couple of 1’s each time.
If we continue this process further perhaps we can generate all balanced postions.

Examples such as these suggest that doubling a balanced gamedoes not change its status. Nor does doubling and adding 1 to
two of the piles. If that turns out to be true, it will give us a large collection of positions whose status we will know. Hereis our
conjecture.

Near doubling Start with any Nim position(x,y,z). Any of the four positions

(2x,2y,2z), (2x+1,2y+1,2z), (2x+1,2y,2z+1), or (2x,2y+1,2z+1)

are said to benear-doublesof (x,y,z). Note that a position cannot be a near double of more than one choice of(x,y,z).

3.4.2 (Near doubling argument) A position (x,y,z) in 3–pile Nim is balanced if and only if it is a near-double of another
balanced position.

To prove this statement we use an argument that should be familiar to us. We used it before in our even/odd analysis of the
game of binary bits. Let us call a position ared positionif it is near-double of a balanced position. Every other position is said to
be ablack position.
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The end position is red The end position in a three pile game of Nim is(0,0,0). Since this is balanced and is its own near-
double the end position is red.

Any red position must move only to a black Start with any of these red positions:

(2x,2y,2z), (2x+1,2y+1,2z), (2x+1,2y,2z+1), or (2x,2y+1,2z+1)

where we are assuming that(x,y,z) is balanced.
It is enough for our argument to consider only moves that takeaway sticks from the first pile—the argument is the same for

the other cases. Taking away an even number 2k of sticks from the first pile results in

(2x,2y,2z) (2[x−k],2y,2z),

(2x+1,2y+1,2z) (2[x−k]+1,2y+1,2z),

(2x+1,2y,2z+1) (2[x−k]+1,2y,2z+1)

and
(2x,2y+1,2z+1) (2[x−k],2y+1,2z+1).

We recognize a doubling or near-doubling of the pile(x−k,y,z). But (x−k,y,z) must be unbalanced since it came from a move
out of the balanced position(x,y,z). Consequently all of the resulting positions are black, i.e., all of our red positions have moved
to black if we remove an even number of sticks.

Start again with any of these red positions:

(2x,2y,2z), (2x+1,2y+1,2z), (2x+1,2y,2z+1), or (2x,2y+1,2z+1)

but this time remove an odd number 2k−1 of sticks, again from the first pile:

(2x,2y,2z) (2[x−k]+1,2y,2z),

(2x+1,2y+1,2z) (2[x−k+1],2y+1,2z),

(2x+1,2y,2z+1) (2[x−k]+2,2y,2z+1)

and
(2x,2y+1,2z+1) (2[x−k]+1,2y+1,2z+1).
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Again we recognize all of these positions to be black, i.e., all of our red positions have moved to black if we remove an odd
number of sticks.

Any black position can be moved to at least one red We need to consider several cases of black positions and, foreach one,
determine how to make the correct move to a red position.

1. Suppose that(2x,2y,2z) is a black position. Then(x,y,z) is unbalanced and so there is a balancing move which leaves, say,
the position(x−k,y,z). Since that position is balanced, the doubled position

(2x−2k,2y,2z)

is a red position. This gives us a way to move from the black to the red if we start at(2x,2y,2z) assumed to be a black position.
Take away 2k sticks.

2. Suppose that(2x,2y+ 1,2z+ 1) is a black position. Then(x,y,z) is unbalanced and so there is a balancing move which
leaves, say, [Case 2a] the position(x−k,y,z) or [Case 2b] the position(x,y−k,z) or [Case 2c] the position(x,y,z−k). We need
consider only the first two cases.

In Case 2a the position(x−k,y,z) is balanced, hence the near-doubled position

(2[x−k],2y+1,2z+1)

is a red position. This gives us a way to move from the black to the red if we start at(2x,2y+1,2z+1) assumed to be a black
position. We remove 2k sticks from the first pile.

In Case 2b the position(x,y−k,z) is balanced, hence the near-doubled position

(2x,2[y−k]+1,2z+1

is a red position. This gives us a way to move from the black to the red if we start at(2x,2y+1,2z+1) assumed to be a black
position. We remove 2k−1 sticks from the second pile.

3. Suppose the starting position is(2x+1,2y,2z); this is always a black position since two of the entries are even. If (x,y,z)
is balanced then there is an obvious move: take away 1 from thefirst pile to produce the red position(2x,2y,2z). If, however,
(x,y,z) is unbalanced we can balance it to the position(x−k,y,z) or perhaps(x,y−k,z) (the remaining case is similar). In the first
situation(2[x−k],2y,2z) is a red position which we obtain by removing 2k−1 sticks. In the second situation(2x+1,2[y−k],2z)
is a red position which we obtain by removing 2k−1 sticks.
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4. The only case that we must finally consider is a position of the form(2x+1,2y+1,2z+1); this is always a black position
since each of the entries is odd. How can we move to a red position?

If (x,y,z) is balanced then there is an obvious move: take away 1 from thefirst pile to produce the red position(2x,2y+
1,2z+1). If, however,(x,y,z) is unbalanced we can balance it to the position(x−k,y,z) (the remaining cases are similar). Then
(2[x−k],2y+1,2z+1) is a red position which we obtain by removing 2k−1 sticks.

Conclusion Our analysis shows that we can win the game, starting from a black position, since we can always find a way to
produce a red position and our opponenet must always producea black position. Eventually we end up with the position(0,0,0)
which is a red position and we win. This is exactly the same as the balanced and unbalanced argument and shows that the red
positions are simply the balanced positions and the black positions are the unbalanced one. So now we can drop the red and black
language and go back to balanced and unbalanced.

We have not really solved the game, we have just found a convenient way of describing balanced positions in the language of
near-doubling. A little more thinking about this, however,leads to an elegant solution.

3.5 Nim solved by near-doubling

We can now easily generate all the balanced position in a three-pile Nim game using the near-doubling argument. For example,
starting with the balanced position(0,0,0) we can construct all of its near-doubles

(1,1,0), (1,0,1), and(0,0,1)

and then all near-doubles of those three positions. All suchpositions must be also balanced. By continuing in this way wesee
that all of these positions are balanced:

(1,1,0), (1+2,2,1),(1+2+22,1+22,2),

(1+2+22+23,2+23,1+23),(1+2+22+23,1+2+23,23), . . .

This is faster than starting at the bottom and directly computing balanced positions by our other method. But it is still somewhat
strange-looking.

At some point in these investigations, now or perhaps a bit earlier, we must begin to see that our perception of the problemhas
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been clouded by using the decimal arithmetic notation. Certainly this pattern demands abinary interpretation. These examples
suggest it. Near-doubling suggests it.

An elegant strategy for Nim will become transparent provided we switch to a binary representation of the piles. For example,
the position

(1,2,5,7,11),

written in decimal notation, is far less informative to us than when written in binary notation. Doubling or near-doubling this
position in decimal notation is a tedious exercise in arithmetic that does not reveal much. Doubling or near-doubling this position
in binary is surprisingly simple and revealing. The reader is invitedto review binary arithmetic (covered now in Section3.5.1)
before returning to this in Example3.5.3.

3.5.1 Review of binary arithmetic

We provide now a quick review of how numbers can be expressed in different bases. This section may be omitted by any reader
who feels comfortable with base 2 arithmetic and is eager to apply it to the Nim game.

Suppose we have 147 eggs. What does the notation “147” reallymean? One way of understanding the notation is as follows.
If we put our eggs into boxes of ten eggs each, we would have fourteen boxes and seven eggs left over. These seven eggs account
for the numeral “7”.

We now put the fourteen boxes into crates which hold ten boxeseach. We fill up one full crate and have four boxes left over.
These four boxes account for the numeral “4”. Since there arefewer than ten crates, we need not do any further grouping. We
have one crate left over and this accounts for the numeral 1.

But egg boxes usually hold twelve eggs each. If a crate contains twelve boxes, we could easily check that we would have one
crate, no loose boxes, and three loose eggs; this would represent the number of eggs in base twelve. Our process of arriving at
the numeral 103 can be looked upon as successive division andrecording remainders: if we divide 147 by l2 we get 12 with a
remainder of 3, thus accounting for the “3” in “l03”. If we then divide l2 by l2, we get 1 with a remainder of zero, thus accounting
for the “0” and the ”1”.

We can do the same computation relative to any positive integer n≥ 2, thus arriving at a basen numeral for the (base ten)
number l47. We simply divide byn and record the remainder, then divide the partial quotient by n and record the remainder, etc.
We continue the process until the final partial quotient is zero.
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Example 3.5.1 We illustrate withn= 2 and we work again with the number 147 as our starting point.

147÷2 = 73 with remainder 1
73÷2 = 36 with remainder 1
36÷2 = 18 with remainder 0
18÷2 = 9 with remainder 0
9÷2 = 4 with remainder 1
4÷2 = 2 with remainder 0
2÷2 = 1 with remainder 0
1÷2 = 0 with remainder 1

This all works out to the notation 10010011 meaning

1·27+0·26+0·25+1·24+0·23+0·22+1·21+1

where the final remainder is the left-mostbit and the first remainder is the right-mostbit.
Thus 147 (base 10) equals 10010011 (base 2). Note that this isreally similar to the meaning of 147 (base 10):

1·102+4·10+7.

In fact we have verified an unusual looking statement, namelythat

1·102+4·10+7= 1·27+0·26+0·25+1·24+0·23+0·22+1·21+1.

Both of these are just ways of writing the number we know as 147.
You may wish to check (just by ordinary arithmetic) that 147 can also be written as

147= 1·122+0·12+3.

Thus our number one-hundred and forty-seven can be written as 147 (base 10), or as 10010011 (base 2) or even as 103 (base 12).
All of these are just different ways of writing the number which we usually call one-hundred and forty-seven (and the ancient

Romans would have called CXLVII). ◭

Example 3.5.2 For practice, we do one more quick computation. To write the number twenty-six (i.e, 26 in the usual base 10) as
a base 2 numeral, we observe that
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26÷2 = 13 with remainder 0
13÷2 = 6 with remainder 1
6÷2 = 3 with remainder 0
3÷2 = 1 with remainder 1
1÷2 = 0 with remainder 1

Thus
26 (base 10)= 11010 (base 2).

Note that we do not need the numbers 13, 6, 3, and 1 except to continue the calculations. We need just the remainders 0, 1, 0, 1,
and 1.When read from bottom to top, this is just the base 2 numeral for 26. While we are accustomed to reading numerals from
left to right, the convenience of doing the computations in the way we did results in our reading these binary representations from
bottom to top.

Writing in columns We shall need frequently to write our binary numbers incolumnsrather than rows. Thus the number 26,
which in standard binary notation becomes 11010, will be expressed as a column this way:

26 (base 10)= 11010 (base 2)=













1
1
0
1
0













Note that the column order is the exact reverse of the order inwhich we computed the bits in our computation above. We computed
the bottom bit first and then all the other bits in order, from bottom to top. ◭

3.5.2 Simple solution for the game of Nim

The near-doubling argument allows us to generate quickly and easily all the balanced positions in Nim. When we do this using
binary notation the structure becomes almost obvious.
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Example 3.5.3 A position in the game of Nim written in decimal notation as

(1,2,5,7,11)

appears in binary notation as
(1,10,101,111,1011)

or, if we prefer to arrange the bits in columns, we can displaythe position as

0 0 0 0 1
0 0 1 1 0
0 1 0 1 1
1 0 1 1 1

Near doubling is easy now. Multiplying by two simply raises the rows in the display:

0 0 0 0 1
0 0 1 1 0
0 1 0 1 1
1 0 1 1 1
0 0 0 0 0

To add a pair of 1’s (or two pairs of 1’s) add them to the bottom row. ◭

Example 3.5.4 We already know that(1,2,3) is a balanced position. We express this position in binary:

0 0 0
0 1 1
1 0 1

This position is a near-double of the position
0 0 0
0 0 0
0 1 1

which itself is a near-double of the end position
0 0 0
0 0 0
0 0 0
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Note that there are an even number of 1 bits in each row. Doubling merely adds a row of zeros to the bottom. Near-doubling
does the same, but adds possibly two 1 bits to the bottom row. Even if we do this thousands of times, one thing is transparent:
there will always be an even number of 1 bits in every row. ◭

In fact we can prove this fact in complete generality.

3.5.5 A position in 3-pile Nim is balanced if and only if there are aneven number of1 bits in each row.

All balanced positions can be generated by starting with thebalanced position(0,0,0) and doing near-doubling repeatedly.
Every near-double has an even number of 1 bits in each row. That is all there is to the proof.

This also gives us our game strategy. If a position is unbalanced it is because there is an odd number of bits in one or more
rows. At least one of the columns will allow a reduction of sticks in its associated pile so as to produce an even number of bits in
each row. Binary arithmetic shows how.

3.5.3 Déjà vu?

Haven’t we seen this before? The game of binary bits in Section 3.3looks identical to this. In the game of binary bits the balanced
positions were exactly the same: even number of 1 bits in eachrow. Is it possible? Why didn’t we notice this before?

3.5.6 The game of Nim is equivalent to the game of binary bits.

We need to check that the rules of Nim and the rules of binary bits are the same. Certainly the positions are the same.
In the game of Nim(n1,n2, . . . ,nk) the rules require us to select a pile and reduce the pile by oneor more sticks. If we convert

each of the numbers to binary and use them to play a game of binary bits the rules require us to select a binary bit 1 in some
column to change to 0 and then change (as we please) all the bits below it. If we remember how binary arithmetic works we
see that this is equivalent to reducing the Nim number that corresponds to that column. The Nim game ends with a position of
(0,0, . . . ,0) while the binary bits game ends with no 1 bits just 0 bits. The last player to move wins.

The two games are identical. Thus, since we have an easy solution of the binary bits game, we have an obvious strategy for
Nim: convert every Nim game to a binary bits game.
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Example 3.5.7 The position(1,2,5,7,11) in 5-pile Nim is unbalanced. (Not so easy to see.) The balancing move is to take 10
sticks from the last pile. (Really not at all easy to see.) There is only one balancing move. (Why?)

The answer to our difficulties is to play binary bits instead where everything is truly easy to see. Convert(1,2,5,7,11) to
(1,10,101,111,1011) in binary. Now display this position as in Figure3.15. Here we have entered each of the binary expressions

1 0 1 1 1
0 1 0 1 1
0 0 1 1 0
0 0 0 0 1

Figure 3.15: The position(1,2,5,7,11) displayed in binary.

for the numbers 1, 2, 5, 7, and 11 as binary columns. Taking sticks from any one of these five piles is the same as a legal binary
bits move on one of these five columns.

Figure3.16shows the correct balancing move in this game of binary bits.This corresponds to the move

(1,2,5,7,11) (1,2,5,7,1)

in our 5–pile Nim game.
This makes it clear why the balancing move is to take 10 sticksfrom the last pile. We can also see at once that this is the

only balancing move possible. A 5–pile game would have defeated us before. Now the play in binary notation is straightforward
(depending on your skills with binary arithmetic). ◭

Problem 128 Under what conditions will it be possible to find more than onebalancing move in a three–pile Nim game? How
many balancing moves will there then be? Answer

Problem 129 Find all three ways in which the game (9,11,13) can be balanced. Answer
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1 0 1 1 1
0 1 0 1 1
0 0 1 1 0
0 0 0 0 1

1 0 1 1 1
0 1 0 1 1
0 0 1 1 0
0 0 0 0 1

1 0 1 1 1
0 1 0 1 0
0 0 1 1 0
0 0 0 0 0

Figure 3.16: The move(1,2,5,7,11) (1,2,5,7,1) displayed in binary.

Problem 130 Can there be more than 3 balancing moves in a 3-pile Nim game? Answer

Problem 131 In a 10–pile unbalanced Nim game, what is the largest possible number of balancing moves? Answer

Problem 132 In a 11–pile unbalanced Nim game, what is the largest possible number of balancing moves? Answer

Problem 133 How many different balancing moves are there for the Nim game(1,3,5,7,9,11,13,100000)? Answer

Problem 134 How can you tell immediately that the Nim game(136,72,48,40) is unbalanced? Can you spot the pile that needs
adjusting without much computation? Answer

Problem 135 (Opening strategy)You are invited to a game of Nim and you spot that the opening position is balanced. Your
opponent invites you to start. What do you do? Answer

Problem 136 (Poker Nim) You are invited to a game of Nim played with coins and with a newrule. The coins are placed in
three piles and each player, in turn, may take as many coins ashe likes from a single pile and keep them aside. At any play of the
game a player may decide to return coins from his collection as he wishes, and place them on a pile, instead of reducing a pile.
The player who takes the last coin wins and seizes all the coins on the table. Discuss. Answer
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3.6 Return to marker games

Let us return now to the marker games. We have already established that the 2, 3 and 4–marker games have balanced positions
which can easily be described in terms of simple equations:

B= A+1

for the 2–marker game,
A+B=C

for the 3–marker game, and
D−C= B−A

for the 4–marker game. But we did not see what to do for the 5 or 6–marker games. It appears to be obvious that we should search
harder, much harder, to find the correct equations for then–marker games!

But that would be misguided. There is a pattern which generalizes from 2, 3 and 4–marker games to alln–marker games but
this is not it. Many times in mathematics the attempt to generalize something requires a new way of looking at the simpler cases.

Let us pause and reflect on this for a moment. The strategy for 2–pile Nim is the mirror strategy (the Tweedledee-Tweedledum
strategy). Had we insisted on finding some kind of mirror strategy for 3–pile Nim we would have surely failed. Instead we came
up with the strategic device of converting the numbers to binary. That allowed us to solve all Nim games. Had we looked at the
2-pile Nim game in binary we might have noticed that the mirror strategy was really all about ensuring an even number of 1 bits
in each row. We missed the chance to find the pattern that worksfor all Nim games because we were looking too hard at the
wrong pattern.

The same is true for marker games. By looking too closely at the balancing equations for 2, 3 and 4–marker games we
completely miss the perspective that will allow us to solve all Marker games.

3.6.1 Mind the gap

The perspective that we need for marker games involves viewing a move as aclosing or openingof a gap. Agap is just the
number of holes—legal positions—between a pair of markers.Once we have expressed the objective of the game in the language
of gaps and openings and closings, rather than equations, wewill find a pattern that works in general.
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Example 3.6.1 [Gaps in a 3–marker game] Place markersA, B andC at 4, 9 and 13 as in Figure3.17.

A B C0

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15

Figure 3.17: Gaps in the 3–marker game with markers at 4, 9, and 13.

We know that the position is balanced ifA+B=C, which we can rewrite as

A−0=C−B.

To interpret this in the language of gaps we would prefer to write

A−1=C−B−1.

There are gaps between 0 andA, betweenA andB and betweenB andC. Of these it is only the first and third gap that concern us.
Both gaps are equal to 3 as we see by counting (or, equivalently, by computingA−0−1 andC−B−1).

Thus we have a balanced position corresponding to the position (3,3) in Nim. If our opponent movesA, this reduces a gap
and we answer by movingC the same number of places. If the opponent movesB, this widens a gap, and we answer by movingC
the same number of places. If our opponent movesC, this reduces a gap and we answer by movingA the same number of places.
◭

Example 3.6.2 [Gaps in a 4–marker game] Place markersA, B, C, andD at 5, 10, 20, and 30 (as in Figure3.18). The balancing
move would be to moveD from 30 to 25, for in that case we would have

B−A= D−C= 5,

a balanced position. Expressing this in terms of the two gapswe would have

B−A−1= D−C−1= 4,

so that the number of holes betweenA andB is the same as the number of holes betweenD andC. We have closed the gap
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betweenC andD to the same size as the gap betweenA andB. Note that it is only these two gaps that matter; the other gaps
(between 0 andA or betweenB andC) do not interest us.

A B C D

5 10 20 30

Figure 3.18: Gaps in the 4–marker game with markers at 5, 10, 20, and 30.

The balancing equation is really demanding that we develop amirror strategy (Tweedledee-Tweedledum strategy) that focuses
instead on the two gaps. That means, too, that there is a similarity between the strategies for the 4–marker game and the 2–pile
Nim game. The games themselves are not identical. The point is that a position in a 4–marker game can be balanced by comparing
it with a related position in a 2–pile Nim game. ◭

Problem 137 Explain the similarity between the strategies for the 4–marker game and the 2–pile Nim game? Answer

Problem 138 Formulate a similar analogy between the 3-marker game and the 2–pile Nim game. Answer

Problem 139 Formulate a similar analogy between the 2-marker game and the 1–pile Nim game. Answer

Problem 140 Use the strategy for 3–pile Nim to find strategies for the 5 and6–marker games. Note that these strategies do not
involve simple equations similar to those which arose in thelower order marker games. Answer

3.6.2 Strategy for the 6–marker game

Once it occurs to us that we can use the gaps to compare our position to a Nim game the solution is simple. We do not even have
to do much more thinking about it.

Let us consider first the 6-marker game. Designate the markers, from left to right, byA, B, C, D, E, andF. The gaps (number
of empty holes) betweenA andB, betweenC andD and betweenE andF give us three numbers,x, y andz, which correspond to
a certain Nim game(x,y,z) as indicated in Figure3.19.
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A B C D E F0
x y z

Figure 3.19: The three key gaps in the 6–marker game.

Since we are counting holes in between,
x= B−A−1,

y= D−C−1,

and
z= F−E−1.

The argument Define a position in the 6–marker game to be ared positionif the gaps(x,y,z) correspond to a balanced position
in 3–pile Nim. Call the positionblack if this is not so. Then

1. The final position in the 6–marker game is a red position. This is because(0,0,0) is a balanced position in Nim.

2. Any move from a red position will result in a black position. This is because any such move will change one of the markers
and so change exactly one of the gaps. So if(x,y,z) is balanced in Nim, the new set of gaps must be unbalanced in Nim.

3. Given a black position there is a move of markers that produces a red position. A black position corresponds to a gap triple
(x,y,z) that is unbalanced in Nim. Find a balancing move in Nim and then move the appropriate marker to produce a new
balanced set of gaps.

The final position is red, red always moves to a black, and froma black one can find at least one move to a red. It follows that
the red positions are the balanced positions in the 6–markergame and the black positions are all unbalanced.
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A small subtle point This argument shows that we have captured all of the balancedpositions by comparing to Nim. But it
does not say that the two games are identical.

If a position corresponds to the gaps(x,y,z) and one of the markersB, D, or F is moved, then indeed the new gap position
does correspond to a move in Nim because one of the numbersx, y or zhas been reduced. But if one of the markersA, C, or E is
moved the effect is that ofwideninga gap. This does not correspond to a move in the associated Nimgame. In Nim we change
numbers only by reducing them.

But this doesn’t impede our play. We just move the marker at the other end of the gap to restore its previous size. This leads
to the same balanced Nim game that existed before our opponent made his move.

Example 3.6.3 Consider the marker game with markers at

5, 7, 12, 15, 20, and 24

as in Figure3.20.

A B C D E F

5 7 12 15 20 24

Figure 3.20: The 6–marker game with markers at 5, 7, 12, 15, 20, and 24.

The gaps are of sizes 1, 2 and 3 respectively. Thus, we look at the associated Nim game(1,2,3). We remember that this as a
balanced Nim position. (If we do not, we could write the numbers out in binary and check.)

Our opponent makes a move: say, he or she moves the markerE from 20 down to 18. This widens a gap, so doesnot
correspond to a Nim move. Even so, Nim helps us rebalance.

Our answer is to move markerF from 24 to 22. The markers are now at 5, 7, 12, 15, 18, and 22. This position once again
corresponds to the Nim game(1,2,3) . Now, suppose, our opponent moves markerD from 15 down to 13. This reduces a gap,
so it doescorrespond to a Nim move: the markers are now at 5, 7, 12, 13, 18and 22, and this corresponds to the Nim position
(1,0,3). This Nim position is unbalanced and we could balance it by taking 2 sticks from the third pile, leaving the balanced Nim
position(1,0,1).
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This Nim move would correspond to the move in the marker game in which we move markerF from 22 to 20. The markers
are now at 5, 7, 12, 13, 18, and 20. This is a balanced position because it corresponds to the Nim game(1,0,1), ◭

3.6.3 Strategy for the 5–marker game

For the five marker game, the analysis is the same in all details except that our gaps are determined by the number of holes tothe
left of A, the number of holes betweenB andC and the number of holes betweenD andE give us three numbers,x, y andz, which
correspond to a certain Nim game(x,y,z) as indicated in the sketch:.

0← x→ A←→ B← y→C←→ D← z→ E.

Since we are counting holes in between,

x= A−1, y=C−B−1, andz= E−D−1.

Example 3.6.4 Consider the marker game with markers at

5, 10, 14, 20 and 22.

as in Figure3.21.

5 10 14 20 22

0 A B C D E

Figure 3.21: The 5–marker game with markers at 5, 10, 14, 20 and 22.

This corresponds to the Nim game(4,3,1). This Nim position is unbalanced and could be balanced by taking 2 sticks from
the first pile, leaving the position(2,3,1). This would correspond to moving markerA from 5 to 3, leaving the markers at 3, 10,
14, 20, and 22. ◭
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3.6.4 Strategy for all marker games

With more than 6 markers, the analyses are similar. A marker game with an even number of markers, say 2n, corresponds to a
Nim game ofn piles. A marker game with an odd number of markers, say 2n−1, also corresponds to a Nim game ofn piles. One
must only remember that the number of holes between the successive pairs of markers determines the associated Nim game, and
that if the number of markers is odd, our first gap is that between 0 andA.

Problem 141 The marker game with markers at

10, 15, 20, 25, 40, 50, 60 and80

as in Figure3.22corresponds to what Nim game?

10 20 30 40 50 60 70 80 90

A B C D E F G H

Figure 3.22: An 8–marker game.

Answer

Problem 142 The marker game with markers at

10, 15, 20, 25, 40, 50 and60

corresponds to what Nim game? Answer

Problem 143 Find all balancing moves in the game with markers at 5, 9, 13, 14, 20 and 27. Answer

Problem 144 Find all balancing moves in the game with markers at 5, 9, 13, 14 and 20. Answer

Problem 145 Find all balancing moves in the game with markers at 5, 9, 13, 14, 20, 27, 33 and 100. Answer
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Problem 146 Find all balancing moves in the game with markers at 5, 9, 13, 14, 20, 27, 33, 100 and 200. Answer

Problem 147 Is it possible that an 8–marker unbalanced game could have more than 4 balancing moves? Explain.Answer

3.7 Misère Nim

In our two-player game of Nim the player who takes the last stick wins. In theMisèreversion of Nim, the player who is forced to
take the last stickloses. It is the Misère version of the Nim game that plays a mysterious and recurring role in Alain Renais’s cult
1961 filmLast Year at Marienbadwhere the piles take the form of rows of cards.

Figure 3.23:Last Year at Marienbad.

Problem 148 Find a winning strategy for the game of Misère Nim. Answer



168 CHAPTER 3. NIM

3.8 Reverse Nim

A student in one of our classes suggested a variant of Nim. In this variant there are several piles of match sticks. The two players
move alternately and the one who takes the last stick wins. The difference is that in this game, a player may take as many sticks
as he or she wishes, but at most one from each pile. Thus, when it is your move you may take a single stick from each of as many
piles as you like but you must take at least one stick.

There is also amisèreversion of this game. The rules for Reverse Misère Nim are thesame except that the one who takes the
last stickloses.

Problem 149 Find a strategy for this game of Reverse Nim. Answer

Problem 150 Find a strategy for this game of Reverse Misère Nim.
Answer

3.8.1 How to reverse Nim

We already know a simple strategy for Reverse Nim (Problem149) but if we revisit this problem it will help in finding a strategy
for the misère version of the game. We illustrate by considering a Reverse Nim game(7,5,3,1) as in Figure3.24.

Figure 3.24: A Reverse Nim game with 4 piles.

Arrange the piles in a more suggestive format as in Figure3.25. Here there are two perspectives on the same position as the
shading suggests. In the first perspective we see rows and in the second we see columns.
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Figure 3.25: Two perspectives on Reverse Nim game with 4 piles.

Let us take the viewpoint that eachcolumnis a pile. We now have seven piles of sticks. The rules of Reverse Nim translate
into allowing us to take as many sticks as we like as long as we take them all from the same vertical pile. (We must take at least
one stick, of course.) So our Reverse Nim game(7,5,3,1) translates to the ordinary 7–pile Nim game

(4,3,3,2,2,1,1).

Figure3.26shows this position along with the necessary computation inbinary that allows us to recognize the position as unbal-
anced in 7–pile Nim.

There is one balancing move (in 7–pile Nim), namely to take all four sticks in the first (column) pile leaving

(0,3,3,2,2,1,1).

The new display of sticks (in Reverse Nim) is
(6,4,2)

since we have taken one stick from each of the four piles of theoriginal Reverse Nim problem. This is illustrated in Figure3.27
We can continue in this way, going back and forth between the Reverse Nim position and the corresponding Nim position,

making our move in Nim and interpreting it in reverse Nim. Of course, we didn’t need to go to all this trouble to achieve a
balanced position because we had already observed (in Problem149) that the balanced positions are those in which all piles have
an even number of sticks, so it was obvious that in the original Reverse Nim problem all we had to do was take one stick from
each pile. But our perspective allows us to understand the structure of the game in a way that could be useful for determining a
strategy for the Reverse Misère version of the game. What is this strategy?
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(4, 3, 3, 2, 2, 1, 1)
1 0 0 0 0 0 0
0 1 1 1 1 0 0
0 1 1 0 0 1 1

Figure 3.26: Playing the associated 7–pile Nim game.

Figure 3.27: After the balancing move.

3.8.2 How to play Reverse Misère Nim

While playing ReverseMisèreNim we simply shift our perspective as we just did for ReverseNim. Consider each column as a
pile and use the strategy that we developed for Misère Nim in Section3.7on the resulting Misère Nim game, repeatedly translating
our results back and forth between the Reverse Misère Nim positions and the corresponding Misère Nim positions.

Observe this offers another example of a case in which a simple solution to a problem does not reveal enough to obtain
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solutions to closely related problems. Here the easy solution to Reverse Nim offered little help in solving Reverse Misère Nim.
We saw an additional example with our marker games. The simple solutions involving algebraic equations to identify the

balanced positions for such games with four or fewer markersmay have suggested similar equations for games involving more
than four markers. But that led us in the wrong direction. Once we understood Nim, however, it was easy to make the correct
connection to the marker games.

We see similar situations in many parts of mathematics. For example, in our chapter on Links, an easy solution to constructing
certain configurations will not point the way to obtaining constructions of configurations that are slightly more complex. We will
need another perspective for that. The key concept involvesintroducing a new idea. Once the new idea has been formulated, the
method of proceeding becomes clear.

3.9 Summary and Perspectives

We obtained complete strategies for two rather complicatedgames: Nim and the Marker Games. Several aspects of creative
mathematics and discovery appeared in our developments.

1. We started with very simple versions of the games (the low marker games and 2–pile Nim). This gave us afeelfor the game
and helped us “discover” the concept ofbalanced positionswhich was central to all of our games.

2. Our experience with some easy 3—pile Nim games was useful in obtaining strategies for more complicated 3—pile games.
The big step was our recognizing that the strategies had something to do withdoubling or near-doublingof piles and
eventually we made the connection with base 2 arithmetic andrecognized Nim as equivalent to the binary bits game.

3. Once we understood 3–pile Nim, it was a small step to understand Nim with any number of piles. But, our understanding of
the 2, 3 and 4 marker games appeared to offer no help towards understanding marker games with more than 4 markers. This
was so because we focused on the wrong thing: the position of the markers instead of the size of the gaps. Surprisingly, the
marker game turned out to be closely related to the game of Nim—the relationship was so close, in fact, that our strategy
for Nim allowed us to determine a strategy for the marker games.

In these observations is an example of something that often occurs in mathematics. Two seemingly unrelated problems lend
themselves to similar mathematical analysis. What this means, of course, is that the two problems really have a similar underlying
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structure, even though the two problems may superficially appear to be unrelated. Another example is a surprising connection
that exists between our material on tiling in Chapter1 and electricity.

Some of the material in this section, and a very nice treatment of various other games, can be found in the bookExcursion
into Mathematicsby Beck, Bleicher and Crowe (item [1] in our bibliography).

3.10 Supplementary material

We conclude our chapter with some supplementary material that the reader may find of interest in connection with our studyof
the game of Nim.

3.10.1 Another analysis of the game of Nim

Our analysis of the game of Nim is close to the original ideas of Bouton when he solved the game in 1902. The game was revisited
in the 1930’s by R. P. Sprague and P. M. Grundy independently.Mathematicians often revisit old problems trying to find new
perspectives and possible generalizations. Some call the processsqueezing the lemon. If you have ever squeezed a lemon you
well know that you can always find at least one more drop.

Let us go back to one-pile Nim and two-pile Nim. These games were very easy to solve but it is not thesolutionthat we want
to revisit, but thenatureof the games. Curiously, two-pile Nim looks to be just two games of one-pile Nim. You could describe
the rules as requiring each player at his turn to select one ofthe one-pile games and play a move in that. The game ends when
there are no moves to be made in either of the one-pile games. Two-pile Nim is just the sum of two games of one-pile Nim.

Do notice, however, that adding two games produces some interesting complexities. The strategy for one-pile Nim does not
help at all in determining the strategy for two games of one-pile Nim added together.

Adding two games Suppose that we have two gamesG1 andG2 of our familiar type: in each game players take turns moving
and the winner is declared by the player who made the last legal move. We can produce a new gameG1+G2 called thesum of
the two gamesby making this rule: each player at his turn is to select one ofthe two games and play a legal move in that game.
The game ends when there are no moves to be made in either of thetwo games and the player to make the last move wins.
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For example a two-pile Nim game(7,10) would be the sum of the one-pile Nim game(7) and the one-pile Nim game(10).
Similarly the classic Nim game(1,3,5,7) is the sum of the four one-pile Nim games(1), (3), (5), and(7). Or, if you prefer, it is
the sum of the two two-pile Nim games(1,3) and(5,7).

Our goal in studying this game summing idea is to find out how information about the separate gamesG1 andG2 can be used
to find a strategy for the gameG1+G2.

3.10.2 Grundy number

The first element of wishful thinking we can dispense with easily. Even if we know all the balanced and unbalanced positions for
the gamesG1 andG2 this in no way helps us find the balanced and unbalanced positions for the gameG1+G2. We saw this in our
study of Nim. Even though a Nim game may be thought of as a sum ofsmaller-pile Nim games, we found that solving one-pile
Nim did not help solve two-pile Nim, nor did solving both of these help in solving three-pile Nim.

In Section3.2.6 we described balanced positions in a game using the computation of the balancing number Balance(p).
That balancing number just computes as 0 or 1 depending on whether the positionp in the game is balanced or unbalanced. The
computation loses all other information. The clever idea ofSprague and Grundy was to adjust this to reflect just how far a position
might be “distant” from a balanced position.

The definition Here is the definition. Note how closely it follows the way we defined the balancing number Balance(p) for
positions in a game in Section3.2.6.

1. If p is an end position in the gameG then Grundy(p) = 0.

2. If p is not an end position in the gameG then find all the positions

p p1, p2, . . . , pn

that follow from one legal move, and compute the list of numbers

Grundy(p1), Grundy(p2), . . . ,Grundy(pn).

Then Grundy(p) is defined to be the smallest of the numbers 0,1,2,3, . . . that doesnot appearin this list.
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Thus the Sprague-Grundy function Grundy(p) assigns a number to each positionp in the game. We start at the bottom. Any
ending position has a value of zero. So, ifp0 is an end position, then Grundy(p0) = 0. For any other positionp in the game we
look for all possible positionsq that can followp by a single move. Then Grundy(p) is defined to be the smallest integer that is
not the same as one of the values Grundy(q) for some positionq that can followp. Thus write out

0,1,2,3,4,5,6, . . .

and strike out the ones that have appeared for a position following after p. Take the smallest that is left. You have to take
Grundy(p) = 0 if none of the next positions has a zero value. (This is why balanced positions will have Grundy(p) = 0.)

This is an example of a recursive definition; we have to build up the values of the function Grundy(p) step by step starting
close to end of the game.

Note that
Grundy(p) = 0 if and only if Balance(p) = 0

and
Grundy(p)≥ 1 if and only if Balance(p) = 1.

Problem 151 Compute the values of the Sprague-Grundy function for a position in a one-pile game of Nim. Answer

Problem 152 Let us play the Nim game(1,2,3). Compute the Sprague-Grundy function for all the positions

(0,0,0), (0,0,1), (0,1,0), (1,0,0),(0,1,1), . . . ,(1,2,2), (1,2,3)

in the game. Answer

Problem 153 See if you can discover the exact formula for the Sprague-Grundy function for a position in a two-pile game of
Nim. Write

Grundy(m,n) = m⊕n

and find what this operation must be. This is called the Nim-sum and is explained in detail in Section3.10.3below. You may
succeed in spotting how to compute this. [Hint: Look at the numbers in binary.] Answer

Problem 154 If you succeeded in determing how the operation m⊕n works then give a try at proving that the Grundy number
for a position(m,n) in 2–pile Nim is exactly the Nim-sum m⊕n. Use induction on the depth of the position. Answer
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3.10.3 Nim-sums computed

Binary additionwithout carryis a special case of bitwise addition where

0+0= 0

1+0= 1

and
1+1= 0.

That leads to the notion of a nim-sum. We define the summ⊕n to be be the number obtained by summingmandn (expressed in
binary) but adding the binary bits without carry.

Example 3.10.1Let us perform the computation
7⊕5= 2.

In decimal it looks rather mysterious. If we write in binary instead

111⊕101= 10

the pattern is clearer. Not clear enough? How about

1
1
1

⊕ 1
0
1

=
0
1
0

?

◭

Problem 155 Do some of the computations in Figure3.28.

3.10.4 Proof of the Sprague-Grundy theorem

Readers with more mathematical background could benefit from reading the proof of the Sprague-Grundy theorem. It is consid-
erably longer than any of the previous proofs in this chapter, but it illustrates how a proof in a more advanced book might look. It
reveals the structure of some of the types of games we studiedin this chapter.
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⊕ 1 2 3 4 5 6 7 8 9 10
1 0 3 2 5 4 7 6 9 8 11
2 3 0 1 6 7 4 5 10 11 8
3 2 1 0 7 6 5 4 11 10 9
4 5 6 7 0 1 2 3 12 13 14
5 4 7 6 1 0 3 2 13 12 15
6 7 4 5 2 3 0 1 14 15 12
7 6 5 4 3 2 1 0 15 14 13
8 9 10 11 12 13 14 15 0 1 2
9 8 11 10 13 12 15 14 1 0 3

10 11 8 9 14 15 12 13 2 3 0

Figure 3.28: An addition table for⊕.

We have already studied a special case of this. In Problem153we discovered that the 2-pile Nim game(m,n), which is the
sum of the two one-pile games(m) and(n), has the Grundy value equal tom⊕n.

3.10.2 (Sprague-Grundy theorem)The Grundy numbers for the sum of two games can be written in the form

Grundy(p1, p2) = Grundy(p1)⊕Grundy(p2).

where⊕ is the nim-sum operation.

Depth of a game How far are we from the bottom of the game? A game with no moves has depth 0. A game where all moves
lead immediately to the end position has depth 1. In this way we can define depth for any position in the game. (Depth of a
position is defined in Section3.2.6, but it is enough to see this intuitively for our proof.) Thisallows us to use induction on the
depth of a game. Usually the statement we want to prove is obvious at depth zero, so the induction starts off easily.

Proof of the theorem At depth zero the theorem is evidently true, since it amountsonly to the fact that 0⊕0 = 0. Thus it is
only the induction step that takes us some trouble. Our proofbelow uses the assumption that we already know the theorem istrue
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at any lower depth.
Let

b= Grundy(p1)⊕Grundy(p2)

In order for us to prove that Grundy(p1, p2) = b we must show that both of these statements are true:

1. For every non-negative integera< b, there is a follower of(p1, p2) in the sum game that has Grundy valuea.

2. No follower of(p1, p2) has the Grundy valueb.

Then the Grundy value at(p1, p2), being the smallest value not assumed by one of its followers, must beb.
To show (1), letd = a⊕b and letk be the number of digits in the binary expansion ofd, so that

2k−1≤ d < 2k

andd has a 1 bit in the kth position in the binary expansion.
We have to remember now thatd = a⊕b and remember too how the binary without carry operation⊕ works. Sincea< b, b

must have a 1 in the kth position anda must have a 0 there. Since

b= Grundy(p1)⊕Grundy(p2)

we see thatp1 [or perhapsp2] would have to have the property that the binary expansion ofGrundy(p1) [or perhaps Grundy(p2)]
has a 1 in the kth position.

Suppose for simplicity that it is the first case. Then

d⊕Grundy(p1)< Grundy(p1).

Now we have to remember what it means for a number to be smallerthan a Grundy number. We would know that there is a move
from p1 to a positionp′1 with that smaller number as its Grundy number, i.e., that

Grundy(p′1) = d⊕Grundy(p1).

Then the move from(p1, p2) to (p′1, p2) is a legal move in the sum game and

Grundy(p′1)⊕Grundy(p2) = d⊕Grundy(p1)⊕Grundy(p2) = d⊕b= a.

We have produced the move
(p1, p2) (p′1, p2)
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for which
Grundy(p′1)⊕Grundy(p2) = a.

Since this position is at a lower depth we know (by our induction hypothesis) that

Grundy(p′1, p2) = Grundy(p′1)⊕Grundy(p2) = a.

Thus the follower(p′1, p2) in the sum game has a Grundy numbera. This verifies our first statement.
Finally, to show (2), suppose to the contrary that(p1, p2) has a follower with the same Grundy value. We can suppose that

this involves a move in the first game. (The argument would be similar if it involved a move in the second game.)
That is, we suppose that(p′1, p2) is a follower of(p1, p2) and that

Grundy(p′1, p2) = Grundy(p′1)⊕Grundy(p2) = Grundy(p1)⊕Grundy(p2).

(Here we have again used our induction hypothesis since the position(p′1, p2) is at a lower depth.) Just like in ordinary arithmetic
(using+ instead of as here⊕) we can cancel the two identical terms and conclude that

Grundy(p′1) = Grundy(p1).

But this is impossible since
p1 p′1

in the first game and no position can have a follower of the sameGrundy value.
That completes the proof at the induction step and so the theorem follows.

3.10.5 Why does binary arithmetic keep coming up?

To explain the nim-sum requires an analysis using binary arithmetic. Why does this binary beast come out every time we address
some problem about Nim and rest of the games that we have studied? There is an explanation that we can sketch here.

First of all there is an algebraic structure that we may not have noticed. IfN is the null game (i.e., the game with no legal
moves) then it must have a Grundy number of 0. But for any othergameG the sum gameG +N and the sum gameN +G are
just the original gameG . (The only legal moves in the sum game are the moves inG itself.) Consequently

0⊕n= 0⊕n= 0

for any integern.
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The second element of algebraic structure is that the gamesG1+G2 andG2+G1 are identical. Consequently

m⊕n= m⊕n

for any integersmandn.
The third element of algebraic structure is that the games

(G1+G2)+G3

and
G1+(G2+G3)

are identical. Consequently
(m⊕n)⊕ p= m⊕ (n⊕ p)

for any integersm, n, andp.
The final element of algebraic structure is that any positionp in a gameG gives rise to a balanced position(p, p) in the sum

gameG +G . This is because we can always win from a position(p, p) by playing the mirror strategy, Consequently

n⊕n= 0

for any integern.
That is a lot of algebraic structure. The words normally usedto describe this structure (some of them familiar) are commu-

tative, associative group with every element its own inverse. (We will see groups structures again elsewhere in this text.) If we
describe this structure to an algebraist we will be told instantly that the group operation is simply 1-bit binary addition without
carry.

3.10.6 Another solution to Nim

We have solved Nim by converting it to a binary bits game. We can also solve Nim by using Nim-sums.

3.10.3 (Sprague-Grundy solves Nim)A position(n1,n2,n3, . . . ,nk) in a k-pile Nim game is balanced if and only if

n1⊕n2⊕n3⊕·· ·⊕nk = 0.
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This follows directly from the Sprague-Grundy theorem since the Grundy number for that position computed directly from
the sum ofk one pile games

(n1),(n2), . . . ,(nk)

is
n1⊕n2⊕n3⊕·· ·⊕nk.

Problem 156 Use the Sprague-Grundy theorem to show that the Nim position(m,n) is balanced if and only if m= n. Answer

Problem 157 Use the Sprague-Grundy theorem and Table3.28to show that the Nim position(1,2,3) is balanced and(2,3,4) is
not. Answer

Problem 158 Use the Sprague-Grundy theorem and Table3.28to find a balancing move for(2,3,4). Answer

3.10.7 Playing the Nim game with nim-sums

The easiest way to play the correct strategy in Nim is to convert all piles to binary and then play the game of binary bits. The
other rather elegant way of playing the game is to use the nim-sum operation as the key. A position(n1,n2,n3, . . . ,nk) in the game
of Nim is balanced if and only if the nim-sum

n1⊕n2⊕n3⊕·· ·⊕nk = 0.

The nim-sum operation then helps in computing the correct move to make in the game. Figure3.28on page176is useful in
giving us the addition table that we would need to use (or memorize) if we wish to be skillful players.

We illustrate with a simple example. But be sure to try Problem 163and Problem164to make sure you see a possible subtlety
in the method.

Example 3.10.4The game(8,10,12) is unbalanced. What are all the balancing moves? We compute

8⊕10⊕12= (8⊕10)⊕12= 2⊕12= 14.

We note that
8⊕10⊕12⊕14= 14⊕14= 0.
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Thus the only possible moves in the game that will produce a balanced position are

(8,10,12)→ (8⊕14,10,12) = (6,10,12),

(8,10,12)→ (8,10⊕14,12) = (8,4,12),

and
(8,10,12)→ (8,10,12⊕14) = (8,10,2)

All of these are legal Nim moves. ◭

Example 3.10.5Here is the same example but with the arithmetic argued in a different way. The game(8,10,12) is unbalanced.
What are all the balancing moves? We note that

(8⊕10)⊕8⊕10= 0

and so we move
(8,10,12)→ (8,10, [8⊕10]) = (8,10,2).

Similarly
8⊕ (8⊕12)⊕12= 0

and so we move
(8,10,12)→ (8, [8⊕12],12) = (8,4,12).

And finally
(10⊕12)⊕10⊕12= 0

and so we move
(8,10,12)→ ([10⊕12],10,12) = (6,10,12).

All of these are legal Nim moves. ◭

Problem 159 Compute13⊕12⊕8. Answer

Problem 160 Solve for an integer x so that38⊕x= 25. Answer

Problem 161 What is n⊕n⊕n⊕·· ·⊕n? Answer
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Problem 162 Is the collection of nonnegative numbers with the operation⊕ a group? (The notion of a group is defined later on
in Section4.9.) Answer

Problem 163 Try the method of Example3.10.4on the game(3,10,12). Compute

3⊕10⊕12= (3⊕10)⊕12= 9⊕12= 5.

So are these the balancing moves
(3,10,12)→ (3⊕5,10,12)

(3,10,12)→ (3,10⊕5,12)

and
(3,10,12)→ (3,10,12⊕5)?

Answer

Problem 164 Try the method of Example3.10.5on the game(3,10,12). Are these the balancing moves:

(3,10,12)→ (3,10, [3⊕10])

(3,10,12)→ (3, [3⊕12],12)

and
(3,10,12)→ ([10⊕12],10,12)?

Answer

3.10.8 Obituary notice of Charles L. Bouton

The obituary notices of Bouton at the time of his death in 1922praised much of his academic work but made no mention of his
solution of Nim. A century later we can see that he should be credited as one of the founders of combinatorial game theory. And
Nim, at first seen as a particular example of an interesting game, turned out to be fundamental to the whole theory. His namenow
is far more likely to be mentioned in the context of game theory than the study of transformation groups that would have been his
main interest during his career. As a tribute to him we include here this obituary notice (even though Nim does not appear)and,
in our appendix, we include a copy of Bouton’s paper on Nim.
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CHARLES LEONARD BOUTON

Professor Charles Leonard Bouton died on February 20, 1922.See thisBULLETIN, vol. 28, p. 82 (Jan.–Feb., 1922).

A MINUTE READ BEFORE THE FACULTY OF HARVARD UNIVERSITY
March 28, 1922

Charles Leonard Bouton was born in St. Louis, Missouri, April 25, 1869. His father, William Bouton, was of
Huguenot descent, and the family was long established in NewEngland. At the close of the Civil War, William
Bouton settled in St. Louis, where his regiment had been disbanded. Charles’s mother, Mary Rothery Conklin,
was also of old American stock; her grandparents were Scotch. William Bouton was an engineer by profession.
His grandfather is said to have been the projector of the ErieRailroad, and was the author of the first article on its
construction. Charles was the only one of the four sons who did not follow in his father’s footsteps. The home
atmosphere was academic and intellectually stimulating.

Bouton received his early education in the public schools ofSt. Louis, and took his first degree, that of Master
of Science, at Washington University in 1891. Here, he came under the instruction of a highly skilled teacher of
descriptive geometry, Dr. Edmund Arthur Engler. The next two years were given to teaching in Smith Academy,
St. Louis, and these were followed by a year as instructor in Washington University, part of his work being to assist
Professor Henry S. Pritchett. His next, and as it turned out,his last move was to Harvard. The years ’94–’95 and
’95–’96 were spent in the Graduate School. He took the master’s degree at the end of the first year, and at the end
of the second he was awarded a Parker Fellowship for study abroad. His two years at Leipzig were most profitably
spent. He chose as his master that most original geometer, Sophus Lie, then at the height of his fame. As a matter of
fact, Bouton was one of the great Norwegian’s last pupils, for Lie returned to Norway in 1898 and died soon after.
All of Bouton’s subsequent scientific work bore the clear impress of Lie’s genius. His two advanced courses, which
he originated soon after his return to Harvard, dealt respectively with the theory of geometrical transformations
and the application of transformation groups to the solution of differential equations. The graduate students who
subsequently had the good fortune to prepare for the doctorate under his care generally took up subjects connected
with the theory of transformations.

After receiving the doctorate at Leipzig in 1898 Bouton returned to Harvard and began a long period of work, broken
only by occasional sabbatical absence. He threw himself with the greatest zeal into his duties as a teacher. At one time
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or another, beside the alternating advanced courses mentioned, he taught nearly every one of the lower and middle
group courses in mathematics. No pains were too great for himto spend, either on the preparation of lectures or on
helping the individual student, whether a Freshman or a candidate for the doctor’s degree. His characteristic quality
of scientific sanity was invaluable, for it led him always to emphasize that which was permanently important, and to
avoid tinsel and sham. A fine example of his didactic sense is seen in a collection of problems on the construction of
Riemann’s surfaces, published in volume 12 (1898) of theANNALS OF MATHEMATICS. He was equally successful
in arousing the interest of a beginner by showing him a model or a diagram or an enlightening example of a new
theory, and in guiding a graduate with sure hand toward researches of permanent value and importance.

Those qualities which made Bouton an admirable teacher wereconspicuous in his other professional activities. He
was an editor of theBULLETIN OF THE AMERICAN MATHEMATICAL SOCIETY from 1900 to 1902, and an associate
editor of theTRANSACTIONSof the same society from 1902 to 1911. His power of keen yet kindly criticism, and
his unerring mathematical judgment made him an efficient referee. His advice was prized by all who knew him, his
opinion was always heard with respect, and his sanity was no less remarkable than his unselfishness. All of these
qualities were drawn upon in full measure in the autumn of 1918 when, almost overnight, he was called to organize
the mathematical instruction of nearly a thousand men in theStudents’ Army Training Corps. He carried this work
through with conspicuous success, and the leading teachersof mathematics in the schools of this community, who
enthusiastically rallied to the support of Harvard and the nation in that crisis, found in him a helpful guide and an
efficient administrator.

His home life was beautifully quiet and peaceful. In 1907 he married Mary Spencer of Baltimore, and she, with
their three daughters, Elizabeth, Margaret, and Charlotte, survives him. Yet for some time before the end, long dark
shadows were crossing his life. The persistent after-effects of a hurried operation for appendicitis seemed to sap his
strength. Family cares and anxieties multiplied, reachinga crisis in 1918 with the death of his youngest child. His
breakdown in 1921 seemed but the inevitable end toward whichevents had long been tending. His death deprived
the university of a faithful servant, and the community of a single-minded and upright gentleman.

From the Bulletin of the American Mathematical Society, 1922.
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3.11 Answers to problems

Problem 76, page 125

This is quite easy since we can find a winning strategy for player II. In the first two moves there is a simple way of ensuring that
the end position can never be white. In this case we proved theexistence of a winning strategy for one of the players by specifying
what it should be.

Problem 77, page 125

Suppose that player I does not have a winning strategy. What would this mean? Player I moves. Since he has no winning strategy,
there is at least one move that player II can make that does notensure a win for player I. So she should make that move. Then
Player I moves again. Since he has no winning strategy, thereis at least one next move that player II can make that does not
ensure a win for player I. So she should make that move. This continues until the game is over and player II has won. That is
her strategy. We know only that at each stage there must have been some correct strategic choice, but we do not know without
detailed analysis what that move is.

Problem 78, page 125

Define an end position to be white if it is a win for player I or ifit is a draw. Define an end position to be black if it is a win for
player II. Then if we apply Problem77 we know immediately that either player I has a strategy that must end in either a win or a
draw or else player II has a wining strategy.

We know from experience that player II has no winning strategy otherwise we would surely have found it before we were
eight years old. We also know that there is no possible advantage in this game to going second. We can prove this, however, by
a strategy stealing argument. We imagine that player II does have a winning strategy and weask her to write it down. Then we
steal it. If that strategy did work we could use it to win ourselves. Make a first random move. Then follow the stolen strategy as if
you were player II (placing X’s where the strategy tells you to place O’s). If the strategy requires you to place a mark on a square
that you previously used, just make a new random move. The strategy guarantees a win. But it can’t because player II should
always win with correct play. Thus there is no winning strategy for player II as we suspected.
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Problem 79, page 125

The fact of two games being “identical” is important to our investigations. For this game arrange the nine numbers 2–10 ina 3×3
square array so that the sum along any row or column or diagonal is exactly 18. Figure3.29illustrates this.

3 10 5
8 6 4
7 2 9

Figure 3.29: The game of 18 is identical to tic-tac-toe

Then a move in the game of 18 for a player consists essentiallyof choosing a position in the array and marking it with either
an X or an O depending on whether he is the first or second to move. The two games are then easily checked to be identical.

After a child has mastered the game of tic-tac-toe it would bea good exercise to have them play this game. At some point they
will spot the strategy (assuming the arithmetic skills are relatively strong) and perhaps even notice that the game is equivalent to
tic-tac-toe.

Problem 80, page 125

This game too is the same as a tic-tac-toe game.
For this game arrange the nine cards in a 3×3 square array so that the rows, columns and diagonals are thesame as the eight

winning card combinations. Figure3.30illustrates this.

J♦ Q♦ K♦
J♠ Q♠ K♠
J♥ Q♥ K♥

Figure 3.30: The card game is identical to tic-tac-toe

The game has the appearance of being a typical card game because the winning combinations are rather familiar ones, but it
is nothing more than the usual trivial game of tic-tac-toe described in different language.
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Problem 81, page 129

The full strategy is described in Section3.2.5. At this stage you may not be able to articulate the strategy in the same language
that we will use, but you can experiment enough with the game to devise a way of winning. As before, you should discover that
there are precisely two kinds of positions: ones in which we can make a good move and ones in which no good move can be
made.

Start with the simplest positions and determine which ones can be classified as good (or winning) positions and which
positions are bad (or losing).

Problem 82, page 131

The final position is balanced because 1+2 = 3. For a balanced positionA+B=C, then no matter what move is made, one side
of the equation is reduced while the other remains the same. Thus, any move will destroy the balance.

For an unbalanced positionA+B 6=C. There are two cases,A+B<C andA+B>C. If A+B<C, we can reduceC so that
A+B=C. If A+B>C, thenA>C−B so we can reduceA to re-establish the balance. In either case, there will be a move to
re-establish the balancing equationA+B=C.

Problem 83, page 131

Call those positions in the four-marker game which satisfy the equationD−C= B−A, balancedand all other positions for which
D−C 6= B−A unbalanced. Make sure to verify that the three conditions for balance are met.

For example, if a position is balanced, then we need to show that every immediately following position is unbalanced. A
move requires us to change the position of exactly one of the four markers. Clearly any such move will change one side of the
equation

D−C= B−A

and produce an unbalanced position.
On the other hand if a position is unbalanced then

D−C 6= B−A.
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In that case either
D−C> B−A or else D−C< B−A.

Which marker would you move in each of these two cases?

Problem 84, page 131

Not so easy. In fact the discussion so far might lead you to believe that you should search for just the right equation, similar to the
situation for the three and four-marker games. This does notwork.

If you run out of ideas (as we fully expect you will) move on to the next section and read about some other combinatorial
games. We will return to this problem later with some fresh ideas.

Problem 85, page 134

This exercise is an essential one to perform in order to see how the balancing definition works. To study a game this way one
needs only to know, for any given position, all of the positions which follow from it by a single legal move. For 2–pile Nim this
is easy.

Describe a position in the game as(m,n) if there arem sticks in the first pile andn sticks in the second. Try to compute the
balancing number for(2,1) for example. List all of the positions which follow directlyfrom (2,1):

(2,1) (1,1), (0,1), and (2,0).

That means you cannot compute the balancing number for(2,1) until you know the balancing number for each of these other
positions.

Start at the bottom (i.e., the end of the game). If you computethe balancing numbers in the order suggested in Figure3.31the
definition is easy to apply. Here we start at the lowest depth (the end position) and work back to higher depths a step at a time.
Note that, if you have found all the balancing numbers at any depth, you will be able to find all the balancing numbers at the next
higher depth.
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Position Depth Balancing Number
(0,0) 0 0 [balanced]
(1,0) 1 1 [unbalanced]
(0,1) 1 1 [unbalanced]
(1,1) 2 0 [balanced]
(2,0) 2 1 [unbalanced]
(0,2) 2 1 [unbalanced]
(2,1) 3 1 [unbalanced]
(1,2) 3 1 [unbalanced]
(3,0) 3 1 [unbalanced]
(0,3) 3 1 [unbalanced]
(2,2) 4 0 [balanced]
(3,1) 4 1 [unbalanced]
(1,3) 4 1 [unbalanced]
(4,0) 4 1 [unbalanced]
(0,4) 4 1 [unbalanced]
(3,2) 5 1 [unbalanced]
(2,3) 5 1 [unbalanced]
(4,1) 5 1 [unbalanced]
(1,4) 5 1 [unbalanced]

Position Depth Balancing Number
(5,0) 5 1 [unbalanced]
(0,5) 5 1 [unbalanced]
(3,3) 6 0 [balanced]
(4,2) 6 1 [unbalanced]
(2,4) 6 1 [unbalanced]
(5,1) 6 1 [unbalanced]
(1,5) 6 1 [unbalanced]
(0,6) 6 1 [unbalanced]
(6,0) 6 1 [unbalanced]
(6,1) 7 1 [unbalanced]
(1,6) 7 1 [unbalanced]
(5,2) 7 1 [unbalanced]
(2,5) 7 1 [unbalanced]
(4,3) 7 1 [unbalanced]
(3,4) 7 1 [unbalanced]
(4,4) 8 0 [balanced]
(5,3) 8 1 [unbalanced]
(3,5) 8 1 [unbalanced]
(6,2) 8 1 [unbalanced]

Figure 3.31: Balancing numbers for 2–pile Nim.

For example we can illustrate with the position(3,1) at depth 4. The possible moves from this position are:

(3,1) (2,1), (1,1), (0,1), and (3,0).

From the table we already know the balancing numbers for these positions are

1, 0, 1, and 1.

Consequently, since 0 appears in this list,
Balance(3,1) = 1.

You can continue much further if you are not yet bored. Applying the definition, even in such a simple case as 2–pile Nim,
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can be quie tedious. At some point you can spot the pattern andcan figure out a correct strategy for play.
How could we use such a table? Well, if we simply cannot spot the pattern, then make a large table. While you are playing

consult the table. For example, you are at the position(4,2) in the game and must decide to make a move. In the table you see
that it is unbalanced. Therefore there must be a move that youcan make to rebalance it. Look for a balanced position above it
in the table and see if you can move to that position. Above(4,2) in the table are the balanced positions(2,2), (1,1), and(0,0).
The only one you can reach is(2,2). Accordingly then you make your move: take two sticks from the first pile.

The other obvious way to use such a table is to spot patterns. It is pretty clear from the table so far that the only balanced
positions are those of the form(m,m). Any position(m,n) with m 6= n appears likely to be unbalanced. How would you go about
proving this?

Problem 86, page 135

We recognize these three statements as the same as those for the marker games in Statement3.2.2. It is clear that a player can
always win from a black position by choosing to move to a red position. But if a black position is balanced, there is no strategy
that will always win from that starting point because your opponent can always produce a balanced position. Thus black positions
must be unbalanced. For much the same reason red positions must be balanced.

This red and black argument thus allows us to find all balancedand unbalanced positions without going through the com-
putations involved in finding the value of Balance(p) for every position in the game. If we can spot a pattern that follows this
red/black scheme we can immediately claim to have found all the balanced positions.

Inductive proof You might also wish to prove that all red positions are balanced by induction. Start at depth zero. These
positions are red and are balanced. At depth one all positions are unbalanced and these must be black since they move only to the
depth zero positions that are red. Assume that red=balancedand black=unbalanced for all depths 0,1,2, . . .n−1 and show that
the same must be true at depthn.

Problem 87, page 135

The conjecture is that a position(m,n) is balanced in 2–pile Nim if and only ifm= n. Define a position(m,n) to be red ifm= n
and to be black ifm 6= n. Just check that
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1. The end position(0,0) is red.

2. Any red position(n,n) can move only to a black.

3. From any black position(m,n) with m 6= n there is at least one move to a red position.

Then apply the red/black argument to conclude that red positions are balanced and black positions are unbalanced. Note that,
although we used the balancing numbers to guide us towards our conjecture, we do not need them for our proof that a position
(m,n) is balanced if and only ifm= n.

Problem 88, page 135

The name SNIM is meant to suggest “Stupid” Nim. If you play thegame with a friend you will see why. For example, start with
the position(3,5). A balancing move is to produce(3,3). Your opponent will know where this is heading and add a stickto one
of the piles. The game play looks like this:

(3,5) (3,3) (3,4) (3,3) (4,3) (3,3) (4,3) . . .

and continues forever, with no end and no winner.
It is an essential part of our theory that the game we are studying must be finite. It is possible to study infinite games, but the

strategy that is based on the balanced and unbalanced analysis depends on the game being finite.

Problem 89, page 135

Declare those positions in the four-marker game that satisfy the equation

D−C= B−A

to be red and declare the others to be black. Now just check that the three conditions hold. Note that this is precisely whatwe
did before in Problem83. Now we have defined what balanced and unbalanced actually mean for any game. An appeal to the
red/black argument shows that, indeed, the positions for which the markers satisfy the equationD−C= B−A are the balanced
positions in the sense of our new definition of balanced.
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Problem 90, page 135

Such a game is not a game of strategy, although it might well appear to the players to involve some mysterious strategy. The
main feature of such a game is that no strategy or effort is needed to play the game. No matter what the players do the winner
of the game is determined from the very first move. If Player I starts with a balanced position he loses. If Player I starts with an
unbalanced position he wins no matter how he chooses to move.We have seen such a game already in Section2.6.3when we
were studying triangulations of polygons.

Problem 91, page 135

The answer is no, if Player I is skilled at finding the balancing moves. If Player II suspects that Player I is not quite so skilled
then there is an obvious, but weak, strategy. She should always select a move that leaves the position as complicated as possible
in the hope that her opponent will make a mistake.

Problem 92, page 135

The balanced positions are 5, 10, 15, 20, . . . (any multiple of5).

Problem 93, page 135

One way to calculate balanced positions is to create asievefor this game. Here is how that works. First we note that 0 is a
balanced position—the player facing this position has no move. Thus for any numbers that is a square,s= 1,4,16,25, . . . , the
position 0+s is unbalanced.

The player facing such a position may take all the sticks leaving 0, which is a balanced position. The smallest number not yet
shown to be unbalanced is 2. This number is balanced. (Check this). Thus for any squares, the position 2+s is unbalanced, so
3, 6, 11, 18, . . . are all unbalanced. The smallest number not yet shown to be unbalanced is 5 . Thus 5 is balanced.

Continuing in this way we find many unbalanced positions and see that the only balanced positions less than 25 are 0, 2, 5, 7,
10, 12, 15, 17, 20, and 22.
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Does this inspire you to predict4 all the unbalanced positions over 25? The pattern emerging might suggest that we can obtain
all balanced positions by alternating adding a 2 and a 3 to theprevious balanced position found. We can do thisad infinitum.
Does that work? (See Problem94 and Problem95before jumping to any conclusions.)

Problem 94, page 136

The sieve method that we used in solving Problem93 led to the balanced positions 0,2,5,7,10,12,15,17,20, and 22.
We can apply the sieve again and keep going to obtain all the remaining balanced positions less than 100. Or we can just claim

to see the pattern: all balanced positions seem to obtained by alternating adding a 2 and a 3 to the previous balanced position
found.

Whoops! Continuing our sieve process we find, instead, that the remaining balanced positions less than 100 are 34, 39, 44,
62, 65, 67, 72, 77, 82, 85, and 95. We no longer see this same 2 and 3 pattern, nor indeed any pattern. Do you?

Problem 95, page 136

We have no idea what type of formula might work. In fact, as of July 2010 no one had found one. Computers were put to work
generating balanced positions. They found that in the first 40 million positive integers, about 180000 were balanced positions.
They had a number of conjectures about how often balanced numbers had various numerals in the units position. Only one such
number, 11356, had a 6 in that position. How their conjectures turn out remains to be seen. Many references to this problemcan
be found by checking Wikipedia. Look under “subtraction games.”

This is an example of a problem that looked simple at first but proved difficult. It is also an example of a process that after
many initial computations suggested patterns [as we found in solving Problem93 up to 25], only to be proved false. We discuss
more extreme examples of this in a later chapter in Volume 2 where we discuss the famous (incorrect) conjectures of Polya and
Mertens.

4If an I.Q. test were to ask for the next terms in the sequence 0,2, 5, 7, 10, 12, 15, 17, 20, 22, . . . what would most people respond?
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Problem 96, page 136

If the subtraction set is
S= {1,2,3,4,5,6,7,8,9,10}

then the balanced positions are the multiples of 11.

Problem 98, page 137

The one pile and two pile games would likely have caused no troubles. The three pile game is much more difficult, but maybe
you spotted exactly what the balanced and unbalanced positions are. Later on we will find the exact strategy for the coin game by
comparing it to the binary bits game.

Problem 99, page 137

This observation is important to make. We cannot use our balanced and unbalanced arguments unless the game is finite.
It is not true that each move of the game reduces the number of coins on the table. It is occasionally possible to add more

coins than are removed. But each move of the game does reduce the total value of all the coins in play (check this). Thus the
total value goes down with each move and eventually reaches zero when there are no more coins in play and no further moves
possible.

Problem 100, page 138

Begin by displaying the cards on the table in a 13× 4 rectangular array. The bottom row displays all the 2’s (if there are any)
and so on up to the top row that displays the aces. Then recognize that the display can be translated to binary bits with no loss of
information.

As we did for the coin game we use the bit 1 forYES and the bit 0 forNO to indicate whether a card is or is not on the table.
Again we can simplify the moves in the game if we realize that removing a card simply changes aYES to aNO, i.e., it changes a
1 bit to a 0 bit. Similarly adding a card changes aNO to aYES, i.e., it changes a 0 bit to a 1 bit. Once again we are just flipping
bits instead of playing with cards.
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A♥ - - A♠
- - - -

Q♥ - - -
- J♦ - J♠
- 10♦ 10♣ 10♠
- - - -

8♥ - - -
- - - 7♠

6♥ 6♦ - -
- 5♦ - -
- - - -
- - - -
- - 2♣ -

←→

1 0 0 1
0 0 0 0
1 0 0 0
0 1 0 1
0 1 1 1
0 0 0 0
1 0 0 0
0 0 0 1
1 1 0 0
0 1 0 0
0 0 0 0
0 0 0 0
0 0 1 0

Figure 3.32: A position in the card game.

Figure3.32shows such a display, along with the equivalent array of binary bits, for a game in which the deal is

A♥, Q♥, 8♥, 6♥, J♦, 10♦, 6♦, 5♦, 10♣, 2♣, A♠, J♠, 10♠, 7♠.

The play of the game is exactly the same as the play of the game of binary bits so the game is completely analyzed by that
equivalent game.

If you do wish to play this game perhaps you might want to reduce the size of the game by using only part of the full deck of
cards. Otherwise the play of the game may take a long time. Butdo notice that the game is easy to play.

For exampleafter you have discovered the strategy for the gameyou would instantly recognize that the position in Figure3.32
is unbalanced and that the only balancing move is to take awayQ♥ and 8♥ and to add to the table the cards 10♥, 7♥, 5♥, and
2♥. This will take only seconds to spot.

Problem 101, page 140

Usually for our games this is obvious. Here you might have been bothered by the fact that a play of the game removes one
binary bit but could well add many more. However, you might have noticed that only finitely many positions are possible, and no
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position can be repeated. (Why can none of the position be repeated?)
Another solution is don’t simply count binary bits, but do aweightedcount. Each 1 bit on the bottom row receives a weight

of 1. Each 1 bit on the second row receives a weight of 2. Each 1 bit on the third row receives a weight of 4, and so on. Now we
see that every play of the game, while it may not reduce the actual count of 1 bits, it does reduce the weighted count. When the
weighted count is zero there are no more 1 bits and the game stops.

Problem 102, page 140

You can start with a 2× 2 game. There are only a few possibilities and you should notice the pattern. By the time you have
mastered the 3×2 game the strategy is apparent.

The mirror strategy If the two columns are identical then the position is balanced. Thus a balanced position has either two 1
bits in each row or two 0 bits in each row. If player I makes a move in such a position then player II justmirrors the same move
back at him in the other column. Eventually she wins.

If the two columns are not identical the position is unbalanced. If a player can make a move in such a position he just balances
the game by making the two columns identical. Then the next player is doomed since every move she makes unbalances the
position.

The mirror strategy plays an important, strategic role in a number of games that have this feature: the game can be split into
two identical pieces. Some authors prefer to call it theTweedledum-Tweedledee strategy. Whatever Tweedledum does in one of
the columns, Tweedledee does the same in the other column. Tweedledee wins.

Problem 103, page 141

The ones with an odd number of 1 bits are unbalanced. The one with an even number of 1 bits is balanced. These positions are
very close to the end of the game and it is always easy to determine in such cases which positions are balanced or unbalanced.

Problem 104, page 141

Just play the games and see if you can force a win or not. All of these are unbalanced.
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Problem 105, page 141

All of these are balanced.

Problem 106, page 141

In Problem104all positions were unbalanced and all these positions had one or more odd rows, i.e., rows with an odd number
of 1 bits. In Problem105all were balanced and all these positions had only even rows—every row had an even number of 1 bits.
Now do you have a conjecture?

Problem 107, page 142

Note that this is the same scheme that we use in a red and black argument, although we have expressed it in the even and odd
language. The first two statements are quite clear. In the endposition there are only zeros so certainly that is an even position. If
the player starts with an even position he must select a 1 bit in some column to change. At that point he has already produceda
row with an odd number of 1 bits and so an odd position.

Let us check the final statement. If the position is odd then then there are one or more rows with an odd number of bits. Take
the topmost odd row and choose a 1 bit to change. That makes that row now even. But there are possibly other odd rows, each of
them lower than the one you chose. Each of those rows can be adjusted by changing the bits as necessary. The result is an even
position.
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0 1 0
1 0 0
0 1 1
1 1 1
1 1 1

Figure 3.33: An odd position.

For example, Figure3.33illustrates an odd position in a 5×3 game. It is odd because four of the rows have an odd number
of 1 bits. To balance will require that we change all four of these rows (but leave the one even row alone). It is easy and obvious
how to do this. Figure3.34shows one way, but there are two other ways in which you could have changed this position to an even
one using a legal move in the binary bits game.

0 1 0 0 1 1
1 0 0 1 0 1
0 1 1 0 1 1
1 1 1 1 1 0
1 1 1 1 1 0

Figure 3.34: How to change an odd position to an even position.
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Problem 108, page 142

It is clear that even and odd positions behave precisely as dobalanced and unbalanced positions. The strategy of the gamethat
will work is to start (one hopes) with an odd position. There is a move that will change it to an even position. Your opponents
move will undoubtedly change it back to an odd position. Thiscontinues until the game stops and we know it stops at an even
position. It must have been you that made the last move and so you win. (Of course, if you must start with an even position just
play modestly hoping that your opponent will make a mistake and leave an odd position.)

Problem 109, page 142

It is not difficult to see that the argument of Problem107applies to any size game of binary bits. Thus the analysis of the game in
terms of even and odd rows will solve the them×4 game, them×5 game and indeed them×n game.

Problem 110, page 142

You shouldn’t have to convert to binary, but you should be able to spot the correct strategy. There are an odd number of dimes (but
an even number of quarters). So you must remove one of the three dimes. You have to balance the nickels too, but the pennies are
balanced.

Notice, that with this strategy, the game is easy to play. Against a player who does not know the correct strategy you win
every time and your game play is very rapid. Unfortunately a shrewd opponent might be able to spot what you are doing and
realize how doomed he is each time he faces a position with an even number of coins of each type.

Problem 111, page 143

It makes it messier and, perhaps, more confusing for your opponent. But if you work on it for a while you will see that this game
is exactly equivalent to binary bits too and is played with the same strategy.
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Problem 112, page 143

A winner would still be declared when the last coin is removed, but any person playing the game would prefer to be a loser and
walk away with the most money. Thus the right strategy is to select the pile of largest value at each turn and take all the money.
In the end you lose the game and leave richer.

In the language of game theory we have essentially changed the game to ascoring game. Many card games do not end
with the winner the player making the last move, but the player who accumulates the most points. Our theory of balanced and
unbalanced positions does not apply to scoring games.

Problem 113, page 143

It is a good choice of game to impose on a friend who considers himself bad with arithmetic. It appears to require great skill in
working with numbers, but this is deceptive. The structure of the game play is simpler than it at first appears: some non-zero
numbers are merely replaced by zeros.

As soon as this occurs to us we realize that the game is not just“similar” to the game of binary bits; it is identical. After afew
plays of the game we recognize that all that matters is whether a number is zero or non-zero. Replace all the non-zero numbers
with the binary bit 1. Then the rules of the game are identicalto those for binary bits.

To play this game just convert any position to the equivalentposition in binary bits and play the strategy that we have described.
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0 -14 0

4 0 0

0 11 32

-3 11 -32

10 -9 0

Figure 3.35: A position in the numbers game.

For example, Figure3.35shows a position in 5×3 numbers game. We must determine whether the position is unbalanced or
balanced. If it is balanced then we must find at least one move that will balance it.

Figure3.36illustrates how we can solve this problem by converting thatposition to a position in a binary bits game. We make
the correct balancing move in the bits game, and then return back to an equivalent position in the numbers game.

0 -14 0 0 1 0

4 0 0 1 0 0

0 11 32 0 1 1

-3 11 -32 1 1 1

10 -9 0 1 1 0

0 0 0 0 0 0

1 1 0 4 666 0

0 1 1 0 11 32

1 0 1 -3 0 -32

1 1 0 10 -9 0

Figure 3.36: Playing the numbers game.
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The choice of 666 is of course arbitrary here and intended only to irritate an opponent; any nonzero number will do the trick.
Here we see that, while the game had a different appearance tothe game of binary bits, it has exactly the same structure—the two
games are equivalent once we find how to match up positions andmoves. Sometimes this is easy to see, sometimes not.

Problem 114, page 143

It is a good choice of game for a child who needs some practice on the order of letters in the alphabet. The structure of the game
suggests something tricky about words and letters but the game is completely equivalent to the binary bits game.

Begin by displaying the letters in each of then words in a 26×n rectangular array. The bottom row displays all the a’s (if
there are any) and so on up to the top row that displays the z’s.Then recognize that the display can be translated to binary bits
with no loss of information.

As we did for the coin game and the card game we use the bit 1 forYES and the bit 0 forNO to indicate whether a letter is or
is not in the word that corresponds to a column. Again we can simplify the moves in the game if we realize that removing a letter
simply changes aYES to a NO, i.e., it changes a 1 bit to a 0 bit. Similarly, adding a letter(if that letter was not already there)
changes aNO to aYES, i.e., it changes a 0 bit to a 1 bit. Once again we are just flipping bits instead of playing with words.

For example the position
[ ebbde caecde cddc]

in this game can be displayed as the 5×3 arrays of bits in Figure3.37.

0 1 0

1 0 0

0 1 1

1 1 1

1 1 0

Figure 3.37: A position in the word game.
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Since no letters higher than “e” appear we do not need any higher rows. This is an unbalanced position and can be easily
balanced in the manner shown in Figure3.38.

0 1 0 0 0 0

1 0 0 1 1 0

0 1 1 0 1 1

1 1 1 1 0 1

1 1 0 1 1 0

Figure 3.38: Balancing that same position in the word game.

Thus a correct response in this position would be the play

[ ebbde caecde cddc] [ ebbde cebe cddc]

changing just the second word. While the game had a differentappearance to the game of binary bits, it has exactly the same
structure—the two games are equivalent once we find how to match up positions and moves. (Indeed, the position in this game
that gave rise to the scheme in Figure3.37 is exactly the equivalent position that we saw before in the numbers game play of
Figure3.36.) As always, sometimes this is easy to see, sometimes not.

Problem 115, page 143

Maybe so, maybe not.

Problem 116, page 145

Remove all sticks. You win. A balanced position contains no sticks; every pile that contains one or more sticks is unbalanced.
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Problem 117, page 145

This involves experimenting until you see what is involved,formulating a conjecture of what are the balanced positions, and then
verifying that the three conditions required for the set of balanced positions are met. In other words, you must show thatyour
conjectured set of balanced positions meets the three conditions of Statement3.2.2:

1. The final position (no sticks remaining) is balanced.

2. If a position is balanced, then no matter what move our opponent makes, the resulting position is unbalanced, and

3. If a position is unbalanced, then there is a move we can makewhich results in a balanced position.

Define a position in the two-pile game as(m,n) if there arem sticks in the first pile andn sticks in the second pile. If, near
the end of the game you leave your opponent(1,1), you will evidently win. If he leaves you(1,0), (2,0), (3,0) etc. you will win
immediately by taking all of the sticks in that pile.

You can easily verify that a position(m,n) should be called balanced ifm= n and unbalanced ifm 6= n. Check the three
conditions.

We have already seen this situation in our solution of Problem 102in the game of binary bits. Let us repeat what we learned
there but modified now to discuss 2-pile Nim. This will save the reader some flipping.

The mirror strategy The balanced position(m,m) in the 2-pile Nim game offers the player a chance to use the mirror strategy.
If player I makes a move in such a position then player II justmirrors the same move back at him in the other pile. Eventually
she wins. The mirror strategy (or Tweedledum-Tweedledee strategy) we have seen before. Whenever a game can be split intotwo
identical “subgames” this strategy will be successful. Whatever Tweedledum does in one of the piles, Tweedledee does the same
in the other pile. Tweedledee wins.

Problem 118, page 145

Think of the game(m,n,m,n) as being two identical games of 2–pile Nim by placing a mirrorin the middle:

(m,n | m,n).
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Now your opponent makes a move on one side of the mirror and youjust repeat it on the other side. Since you always leave a
position that has this mirror symmetry you must be the winneras the final position(0,0,0,0) has this same symmetry.

This shows that every position(a,b,a,b) in the game is balanced, but it does not findall balanced positions in 4–pile Nim.
This does not matter to us because the mirror strategy allowsus to control the game and avoid encountering positions thatwe do
not know how to balance.

Since the mirror strategy is so easy to apply, it is very seductive. You might think for a while that it will help in all Nim games,
but this is not so. We will need some fresh ideas even for 3–pile Nim.

Problem 119, page 146

For the first move of the game take away one or two coins so as to leave two separated rows containing the same number of coins.
For example (as illustrated in Figure3.14) if there are 14 coins and we would remove the two middle coinsso as to produce two
separate games of Kayles with 6 coins in each game.

Figure 3.39: A sequence of moves in a game of Kayles.

Apply the Tweedledum-Tweedledee strategy (i.e., the mirror strategy) to all subsequent moves. Whatever your opponentdoes
to one side you respond with the same thing on the other side. You win.

There is an odd thing about this strategy, apart from the factthat we must have the first move in order to apply it. We do not
know all possible balanced and unbalanced positions and yetwe can win by controlling the flow of the game to visit only positions
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that allow us to apply the mirror strategy. The starting position is always unbalanced, every move we make is a balancing move,
and every move our opponent makes is necessarily an unbalancing move.

If you wish to apply this in practice, note that you will surely win every time you start first, and that you may well win
occasionally when you start second. That makes the game quite favorable to you. But the strategy is always the same and your
opponent may spot what you are doing. To avoid this try to destroy the symmetry a bit by using a variety of coins. Figure3.40
shows the same sequence of moves, but here the coins are varied and this little slight-of-hand trick helps obscure what might have
been an obvious strategy.

Q N D D P Q D P N Q N P D D

Q N D D P Q N Q N P D D

Q D P Q N Q N P D D

Q D P Q N P D D

Figure 3.40: The same sequence of moves in a game of Kayles.

Problem 120, page 146

The opening position in a game of Kayles where the coins are arranged in a straight line is always unbalanced. Thus Player Ican
always win. If the coins are arranged in a circle then the firstmove must break the circle and the coins are (essentially) back to
being arranged in a straight line.

Thus the opening position in circular Kayles is always balanced and so Player II will win simply by waiting until the second
move and playing the usual Kayles strategy.
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Problem 121, page 147

It is easy to see that(1,2,2) is unbalanced, because it leads directly to the balanced position (0,2,2) (the same as the 2–pile game
(2,2) which we saw was balanced). The game(1,1,2) is unbalanced for the same reason.

Problem 122, page 147

One argument is the working-backwards one. The position(1,2,3) is not far from the bottom of the game. The positions that
follow from here are

(1,0,3),(0,2,3), (1,1,3),(1,2,2), (1,2,1), and(1,2,0).

If all of these are unbalanced then(1,2,3) must be balanced. If one of these is balanced then(1,2,3) is unbalanced. If we don’t
know the status of one of these then do the same thing to that position to find out what is the situation.

Another argument is to show how we could respond to every moveby our opponent in a way to produce a balanced position.
That proves that all of the moves directly from the(1,2,3) position must themselves be unbalanced.

Let us give the details by this method to show that the game(1,2,3) is balanced. This will give us an indication of what one
might do in order to show that a position is balanced. Note howthe little bit of knowledge we have already obtained simplifies
our task considerably.

We must show that no matter what move our opponent makes from the position(1,2,3), we can find an answer which leaves
a balanced position. The chart below shows our answer to eachof the six allowable moves for our opponent.

Position after opponent’s move Position after our answer
(0,2,3) (0,2,2)
(1,1,3) (1,1,0)
(1,0,3) (1,0,1)
(1,2,2) (0,2,2)
(1,2,1) (1,0,1)
(1,2,0) (1,1,0)

Figure 3.41: Positions in the game(1,2,3).
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Thus, no matter what our opponent did, we were able to make a move which left our opponent with a balanced position. We know
each of these positions is balanced because they are all equivalent to 2–pile Nim games of the form(n,n), and we have already
seen that every such position is balanced.

Problem 123, page 148

All of the games are balanced.

Problem 124, page 148

All of the games are unbalanced.

Problem 125, page 148

All of the games are unbalanced.

Problem 126, page 148

All of the games are unbalanced.

Problem 127, page 148

Problem127carries the key to the whole structure of Nim. It will certainly be worthwhile to one’s understanding of Nim to put
in whatever time is necessary to discover this key!

Problem 128, page 158

If the highest row with an odd number of 1’s in it has one 1, there will be exactly one balancing move, and that move must be
made from that pile which corresponds to that column. If it has three one’s in it, there will be three possible moves to balance the
position. One such move will be possible from each column.
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Problem 129, page 158

This game can be balanced in these three ways. Remove 3 from the first pile or remove 7 from the second pile or remove 11 from
the third pile. While these are not obvious when the problem is expressed in decimal notion you should have little troubleif you
express the problem in binary.

Problem 130, page 158

The answer isno. This is so because there are only three piles and there cannot be more than one balancing move from each pile.
This statement is correct since, if it were not, there would be two positions(a,b,c) and(a,b,d), both balanced, with c and d

different. But this would imply that a move from a balanced position could result in another balanced position, an impossibility.

Problem 131, page 159

The largest number number of balancing moves is 9.

Problem 132, page 159

The largest number number of balancing moves is 11.

Problem 133, page 159

Without computing anything it is clear that the position is unbalanced and that the only move will be to take most or all of the big
pile that contains 100000. That answers the question but youmight want also to find out exactly how many to take.

Problem 134, page 159

Why is the Nim game
(136,72,48,40)
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unbalanced? Note that 136> 27 > 72. Thus if we were to convert this to a position in a game of binary bits the top row for this
game has only one 1, and the game is unbalanced. A balancing move must come from the pile with 136 sticks.

Generally
(really big,not so big,smaller still, . . . )

makes it easy to spot which pile to choose and why the positionis unbalanced.

Problem 135, page 159

Decline. If your opponent knows the strategy then you will surely lose. If you think your opponent is naive then start by taking
one stick from the largest pile. If she plays a balancing movethen she knows the strategy.

Another opening gambit is to offer politely that she should start instead. This appears very courteous since, in almost all
games, it is an advantage to start. If she insists that you should start you can test her out this way: agree to start, but say“I’ll
start, but let’s make it more interesting” and quickly add a bunch of sticks to form a new pile. Think for awhile before making the
move: then remove all the sticks from the new pile and say “Your move.”

This is really a great joke. If she is unamused then you know she is fully aware of the strategy, for you have immediately
turned her into player one starting the original balanced game.

Problem 136, page 159

Nice game and more interesting than Nim since there is money on the table. It also appears to add a new element of strategy
which increases the strategic interest.

But the deadly Nim strategy cannot be defeated by a player adding coins he has collected. Each time a player takes his coins
and adds them to a pile in a balanced position, take those coins back and add to your own collection of coins, thus returningto a
balanced position.

The game is a bit unusual for us in that, if neither player caught on to this strategy, the game could go on forever. But if one
player adheres to the take-back strategy the game ends in a finite number of steps with a winner.
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Problem 137, page 162

To balance an unbalanced 4–marker game requires twogapsbe made equal. To balance an unbalanced 2–pile Nim game thepiles
must be made equal.

The similarity between the strategies for the 4–marker gameand the 2–pile Nim game is this: the strategy in the first is to
make the gap betweenA andB the same as the gap betweenC andD. The strategy in the second is to make number of sticks in
each pile the same.

Let us write the balanced positions for the 3-marker games inthe form

A−0=C−B.

This is more conveniently written as
A−1=C−B−1

since these two expressions actually measure the gap correctly. This translates into

the gap betweenA and 0= the gap between C and B

or
# of empty holes to the left ofA= # of empty holes betweenC andB.

For 2–pile Nim, we can formulate the balanced positions as

# of sticks in the first pile= # of sticks in the second pile.

Thus, we hope to be able to use the strategy for 2–pile Nim to give us a strategy for the 4–marker games. Let us see how that
works.

A move in a balanced 4–marker game might be to moveB or D. If B is moved, the gap betweenA andB is reduced. IfD
is moved, the gap betweenC andD is reduced. We can restore the balance by movingD or B, respectively, the same number of
holes that our opponent movedB or D.

This is in perfect correspondence to balancing an unbalanced 2—pile Nim game. In this game our opponent takes sticks from
one of the two equal piles. Our answer is to take the same number of sticks from the other pile, thus restoring the balance.

The other possible move in the 4–marker game consists of movingA orC. If A is moved the gap betweenA andB is increased.
If C is moved the gap betweenC andD is increased. This does not correspond to a move in Nim, because in Nim the size of a
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pile must bereduced, not increased. In that case, however, we can moveB or D to restore the gap to its original size.
Thus, our strategy has two parts to it: if our opponent reduces a gap, we reduce the other gap the same amount; this corresponds

to Nim. If the opponent increases a gap, we reduce it the same amount.

Problem 138, page 162

The answer to Problem137(for the 4–marker game) will help. The main starting point isthe equationA+B=C, rewritten as

A−0=C−B.

This shows that the two gaps between 0 andA and betweenB andC are to be the focus of the strategy.

Problem 139, page 162

For a 2-marker game there are two gaps: the gap between 0 andA and the gap betweenA andB. Only the second gap is of interest
to us. The equationB= A+1, rewritten as

B−A= 1

reveals that the balanced positions are the ones with that gap closed and, indeed, we do remember that the correct strategy is to
balance the position by completely closing that gap. This isequivalent to a position in a 1–pile Nim game in which the only
balancing move is to take at once all of the sticks from the pile.

Problem 140, page 162

Reread the material in this section until you fully understand it, and then work on Problem140 without reading ahead to Sec-
tion 3.6.2which gives a full solution.

We were guided in the case of the 3–marker and 4–marker games by the equations

A−0=C−B and B−A= D−C.

These told us exactly which gaps to work on and suggested a comparison with a 2–pile Nim game. Now we need to attempt to
apply the same principle to the 5 and 6–marker games and seek acomparison to a 3–pile Nim game. Start by deciding on three
gaps that you will use in your strategy.
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Problem 141, page 166

The marker game with markers at
10, 15, 20, 25, 40, 50, 60 and 80

corresponds to the Nim game (4, 4, 9, 19).

Problem 142, page 166

The marker game with markers at
10, 15, 20, 25, 40, 50 and 60

corresponds to the 4–pile Nim game with gaps(9,4,14,9).

Problem 143, page 166

This corresponds to a 3–pile Nim game with the gap position at(3,0,6). The only balancing move is to move from(3,0,6) to
(3,0,3). This corresponds to moving the marker at 27 down to 24.

Problem 144, page 166

While most of the markers are at the same position in Problem143 the gaps are completely different and the game has very
different play. This marker game corresponds to a 3–pile Nimgame with the gap position at(4,3,5).

Problem 145, page 166

This corresponds to a 4–pile Nim game with the gap position at(3,0,6,76). Without much thinking you should immediately
move the marker at 100 down a long way. How long?

Problem 146, page 166

This corresponds to a 5–pile Nim game.
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Problem 147, page 166

Problem147asks if an 8–marker unbalanced game could have more than 4 balancing moves. The 8-marker unbalanced game can
be analyzed via the 4-pile Nim game. This game has at most three balancing moves (Why?) so the same is true of the 8-marker
game.

Problem 148, page 167

To find a winning strategy you may wish to follow the approach of first comparing the strategies for Nim with Misère Nim for
simple games. For example, proceed as follows:

(a) Determine the position that forces the next player to lose onthe next move.

(b) Which positions, if any, are balanced when every pile has onestick?

(c) Which positions, if any, are balanced when exactly one pile has more than one stick?

(d) Which positions are balanced when more than one pile has morethan one stick?

Hint: Note the results of(b) and(c) and use the results of Nim.

(e) Describe a winning strategy for Misère Nim.

Try to use this outline to discover the strategy before checking the answer which now follows:
Our winning strategy for Misère Nim follows this suggested outline.

(a) When there is only one stick left, the next player must take itand lose.

(b) When the number of piles is odd, the position is balanced. When that number is even, it is unbalanced. (Check this.) Note
that this is the opposite of the situation in Nim.

(c) None! The position is unbalanced, since by taking sticks from the big pile, leaving either one or no sticks in that pile,
depending on whether the number of piles is even or odd, a balanced position can be created. See (b).
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(d) and(e). Suppose more than one pile has two or more sticks.

1. If we can find a position such that any move that is made leadsto a position that is unbalanced because of (b) or (c),
that position is balanced.

2. If not, we can try to postpone things to arrive at such a position eventually. We can achieve this by following the Nim
strategy until we get to such a position!

Suppose we begin with a position that is balanced (in Nim). Any move our opponent makes creates an unbalanced position
(in Nim). This cannot be a position with no piles with more than one stick (because the case we are considering assumes more
than one such pile). If the opponent’s move results in exactly one pile with more than one stick, we apply part (c).

If the position obtained still has more than one pile with twoor more sticks, we rebalance as in Nim. Continuing this process
we eventually arrive at a situation in which (b) or (c) applies.

Thus the Nim and Misère Nim games have exactly the same balanced positions except when case (b) applies.

Problem 149, page 168

Although Nim has a very subtle strategy that required us to learn the binary system and compute sums of binary digits, the strategy
for Reverse Nim is quite easy.

We observe quickly that the balanced positions are those with an even number of sticks in each pile. The final position of no
sticks satisfies the condition since zero is an even number. Any move from such a position leaves at least one pile with an odd
number of sticks. And by taking one stick from each pile with an odd number of sticks, we have restored a position with all piles
having an even number.

Problem 150, page 168

Don’t jump to the conclusion that the balanced positions arethose with all piles odd. Verify that that won’t work
Does the term “reverse” in the title of this section suggest anything? If you think about that, you might see the answer. Ifnot,

see Section3.8.1.
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Problem 151, page 174

If there aren sticks in the pile (there is only one pile) then the only positions in the game arex= 0,1,2, . . . ,n. Certainlyg(0) = 0
andg(1) = 1. You can use induction to prove thatg(x) = x.

Problem 152, page 174

Let us useg(a,b,c) to denote the value of the Sprague-Grundy function for a position (a,b,c) in the game. There are 24 possible
positions in all in this particular game and we need to compute g(a,b,c) for each.

Certainlyg(0,0,0) = 0. These positions all lead directly and only to(0,0,0):

(0,0,1),(0,1,0), (1,0,0)

and so each of these must be assigned a value of 1. The position(0,0,2) leads only to

(0,0,0) and(0,0,1)

and sog(0,0,2) = 2 (must be different from 0 and 1). The position(0,0,3) leads only to

(0,0,0),(0,0,1) and(0,0,2)

and sog(0,0,3) = 3 (must be different from 0 and 1 and 2).
The position(1,1,0) (which we happen to know is balanced) leads only to(1,0,0) and(0,1,0) both of which have ag value

of 1. Thusg(1,1,0) = 0.
Continue in this way working from the end of the game backwards. Note that we cannot determineg(1,2,3) until we know

all Sprague-Grundy values of all the positions

(0,2,3), (1,1,3), (1,0,3), (1,2,2), (1,2,1), and(1,2,0).

(We don’t yet.) Then we would pick forg(1,2,3) the smallest nonnegative number that hasn’t been assigned for these positions.
While we may lose patience with this procedure it is ideally suited to computer programming. Thus, in practice, computing

the Sprague-Grundy function for all positions in a reasonably sized game takes no time at all.
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Problem 153, page 174

First begin by computing the Sprague-Grundy function for a number of positions in the game. Start at the lowest depths andwork
up. This is rather tedious but will lead to an understanding of how this works. Figure 3.42 shows Depth and Sprague-Grundy
numbers for various positions in 2–pile Nim. Depth is definedin Section3.2.6.

Position(m,n) Depth m⊕n
(0,0) 0 0
(1,0) 1 1
(0,1) 1 1
(1,1) 2 0
(2,0) 2 2
(0,2) 2 2
(2,1) 3 3
(1,2) 3 3
(3,0) 3 3
(2,2) 4 0
(3,1) 4 2
(1,3) 4 2
(3,2) 5 1
(4,1) 5 5
(1,4) 5 5
(5,0) 5 5
(0,5) 5 5
(3,3) 6 0
(4,2) 6 6

Position(m,n) Depth m⊕n
(2,4) 6 6
(5,1) 6 4
(1,5) 6 4
(6,0) 6 6
(0,6) 6 6
(4,3) 7 7
(3,4) 7 7
(5,2) 7 7
(2,5) 7 7
(6,1) 7 7
(1,6) 7 7
(7,0) 7 7
(0,7) 7 7
(4,4) 8 0
(3,5) 8 6
(5,3) 8 6
(6,2) 8 4
(2,6) 8 4
(7,1) 8 6

Figure 3.42: Sprague-Grundy numbers for 2–pile Nim.

The table shows our computations for the Sprague-Grundy numbers up to a few at depth 8. Let us illustrate the method by
showing that

2⊕3= 1.
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The Grundy number for(2,3) is not completely easy to compute, but it is a straightforward computation. Just look at all the
positions next after(2,3):

(2,3) (2,2), (2,1), (2,0), (1,3), (0,3)

and the five Grundy numbers for these positions are
0, 3, 2, 2, 3

as we have already computed since they are at lower depths in the game. The smallest number that does not appear is 1 so
Grundy(2,3) = 1 and consequently, as

Grundy(p1, p2) = p1⊕ p2

holds in our notation, then we can write 2⊕3= 1.
Such a “sum” may at first appear to be rather mysterious perhaps, but not in binary:

2⊕3=

(

1
0

)

⊕
(

1
1

)

=

(

0
1

)

= 1.

Let us pick a few more mysterious sums from the table and display them in binary:

3⊕5=





0
1
1



⊕





1
0
1



=





1
1
0



= 6

and

6⊕2=





1
1
0



⊕





0
1
0



=





1
0
0



= 4.

Try a few more and you will doubtless see the pattern which theNim-sum section which follows now explains. Try to verbalize
what you have observed before reading on to a full description of what a Nim sum is.

Problem 154, page 174

The method we use is the same method that will work to prove theSprague-Grundy theorem in Section3.10.4. It is a good
warm-up to that theorem to try to see how this works here.
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At depth zero the statement is evidently true since it amounts only to the fact that the Grundy number for the end position
(0,0) in 2–pile Nim is exactly 0⊕0= 0. Thus it is only the induction step that takes us some trouble.

Suppose that the position(p1, p2) is at a depth for which we know that, for all positions(m,n) at any lower depth, the Grundy
number for(m,n) in Nim is exactlym⊕n where this is the Nim-sum (i.e., binary addition without carry). Our proof below uses
the assumption that we already know this is true at any lower depth.

Let
b= p1⊕ p2

In order for us to prove that Grundy(p1, p2) = b we must show that both of these statements are true:

1. For every non-negative integera< b, there is a follower of(p1, p2) in Nim that has Grundy valuea.

2. No follower of(p1, p2) has the Grundy valueb.

Then the Grundy value at(p1, p2), being the smallest value not assumed by one of its followers, must beb.
To show (1), letd = a⊕b and letk be the number of digits in the binary expansion ofd, so that

2k−1≤ d < 2k

andd has a 1 bit in the kth position in the binary expansion.
We have to remember now thatd = a⊕b and remember too how the binary without carry operation⊕ works. Sincea< b, b

must have a 1 in the kth position anda must have a 0 there. Since

b= p1⊕ p2

we see thatp1 [or perhapsp2] would have to have the property that the binary expansion ofp1 [or perhapsp2] has a 1 in the kth
position.

Suppose for simplicity that it is the first case. Then

d⊕ p1 < p1.

Define
p′1 = d⊕ p1.

The move from(p1, p2) to (p′1, p2) is a legal move in 2–pile Nim and

p′1⊕ p2 = d⊕ p1⊕ p2 = d⊕b= (a⊕b)⊕b= a⊕ (b⊕b) = a.
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We have produced the move
(p1, p2) (p′1, p2)

for which
p′1⊕ p2 = a.

Since this position is at a lower depth we know (by our induction hypothesis) that

Grundy(p′1, p2) = p′1⊕ p2 = a.

Thus the follower(p′1, p2) in Nim has a Grundy numbera. This verifies our first statement.
Finally, to show (2), suppose to the contrary that(p1, p2) has a follower with the same Grundy valueb. We can suppose that

this involves removing sticks from the first pile. (The argument would be similar if it involved the second pile.)
That is, we suppose that(p′1, p2) is a follower of(p1, p2) and that

Grundy(p′1, p2) = p′1⊕ p2 = p1⊕ p2.

(Here we have again used our induction hypothesis since the position(p′1, p2) is at a lower depth.) Just like in ordinary arithmetic
(using+ instead of as here⊕) we can cancel the two identical terms in the equation

p′1⊕ p2 = p1⊕ p2.

and conclude that
p′1 = p1.

But this is impossible since
p1 > p′1

since we have removed some sticks from the first pile. That completes the proof at the induction step and so the statement must
be true at all depths.

Problem 156, page 180

We simply note thatm⊕n= 0 if and only ifm= n.
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Problem 157, page 180

Since 1⊕2⊕3= (1⊕2)⊕3= 3⊕3= 0 it follows that the position(1,2,3) is balanced. The other computation,

2⊕3⊕4= (2⊕3)⊕4= 1⊕4= 5 6= 0,

shows that(2,3,4) is not.

Problem 158, page 180

We have computed the Grundy number for this position to be

2⊕3⊕4= (2⊕3)⊕4= 1⊕4= 5.

We know that 5⊕5= 0 so
(5⊕2)⊕3⊕4= 0

and
2⊕ (3⊕5)⊕4= 0

and
2⊕3⊕ (4⊕5) = 0.

Check each of these numbers in the table:

(5⊕2) = 7 and(3⊕5) = 6 and(4⊕5) = 1.

The only one that helps is the last one which tells us to reducethe pile with 4 down to 1 to change this position to a balanced
position. We could also increase the pile with 2 up to 7 or the pile with 3 up to 6 but the rules of Nim don’t allow us to add sticks.
(That would be playing the game backwards, returning to a previous balanced position.)

Problem 159, page 181

13⊕12⊕8= 9.
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Problem 160, page 181

Set up the problem this way:

38 = 1 0 0 1 1 0
⊕ x = ? ? ? ? ? ?

25 = 1 1 0 0 1

and remember to perform the binary addition without carry. Clearly x is 111111 in binary. (What’s that in decimal notation?)

Problem 161, page 181

You can easily check thatn⊕n= 0 and so

n⊕n⊕n= (n⊕n)⊕n= 0⊕n= n.

In general, then,n⊕n⊕n⊕·· ·⊕n is either 0 orn depending on whether you are summing an even or odd number of terms.

Problem 162, page 181

The associative rule
(m⊕n)⊕ p= m⊕ (n⊕ p)

is stated in the lemma. The zero element of the group is 0 itself, since

(m⊕0) = 0⊕m= 0

and every elementn has an inverse for the operation⊕ since

n⊕n= 0.

Thus this is a group, a commutative group in fact sincem⊕n= n⊕m is always true.
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Problem 163, page 182

It is certainly true that
(3,10,12)→ (3⊕5,10,12)

(3,10,12)→ (3,10⊕5,12)

and
(3,10,12)→ (3,10,12⊕5).

produce balanced positions but only one of these is a valid Nim move. We have tosubtractsticks from one of the piles and two
of these suggestionsaddsticks.

Problem 164, page 182

It is certainly true that
(3,10,12)→ (3,10, [3⊕10])

(3,10,12)→ (3, [3⊕12],12)

and
(3,10,12)→ ([10⊕12],10,12)

produce balanced positions but only one of these is a valid Nim move. We have tosubtractsticks from one of the piles and two
of these suggestionsaddsticks.



224 CHAPTER 3. NIM



Chapter 4

Links

Figure4.1shows three interlinked circles arranged in such a way that should any one of the three circles be cut and removed, the
remaining two circles would become separated. This arrangement has been known for many centuries and, because of the number
3 and the special nature of the linking, has been used for various symbolic representations.

Some suggest that an image of God as three interlaced rings inspired Dante Alighieri (1265-1321). In hisDivina Commedia
he describes this vision:1

Ne la profonda e chiara sussistenza
de l’alto lume parvermi tre giri
i tre colori e d’una contenenza;
e l’un da l’altro come iri da iri
parea reflesso, e’l terzo parea foco
che quinci e quindi igualmente si spiri.
—[Dante,Paradiso, §33, 115-120]

1Within the profound and shining subsistence of the lofty light appeared to me three circles of three colors and one magnitude; and one seemed reflected
by the other, as rainbow by rainbow and the third seemed fire breathed forth equally from the one and the other.

225
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Figure 4.1: Borromean rings (three interlinked circles).

Figure 4.2: Ballantine Ale

On a more profane level the name that is most often attached tothese three interlocked circles
arises from the Borromeo family of 16th century Milan, who had such a figure on their coat-of-
arms. Many of our readers might prefer to call theseBallantine ringssince the three interlocked
rings have appeared since 1879 as a company logo for Ballantine Ale. The famous Ballantine
three ring symbol (Purity, Body, Flavor) was, according to company folklore, inspired by the wet
rings left on a table as Peter Ballantine consumed his beer.

In this chapter we consider a variety of problems related to this construction. It is easy enough
to design three circles that interlink in the way the Borromean rings do. Could one do the same
with four or five circles? Or could we arrange for other kinds of linking properties, say five rings



4.1. LINKING CIRCLES 227

linked together that do not fully separate unless two (any two) are cut away?
Our discovery process in this task is similar in many ways to the process that we followed

in our Tiling chapter. As before we don’t see immediately howany of the standard methods of
arithmetic, algebra, or geometry could be brought to bear onsuch problems. Once again we need
to get afeel for the problem by experimenting with a few examples.

4.1 Linking circles

Look at the two pairs of circles in Figure4.3. Our sketch is meant to suggest that they are curves in three dimensions.

A B C D
Figure 4.3: Four circles.

The picture displays the fact that the circlesA andB are not linked together while the circlesC andD are. This means thatC
andD cannot be separated (without cutting or tearing). We are going to consider a certain class of problems involving the ways
in which three-dimensional curves can be linked. The curvesneed not be circles.
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4.1.1 Simple, closed curves

Before we state the first problem, we should make sure we agreeon what a curve is or, more precisely, on what kinds of curves
we shall be considering.

All of our curves are placed inthree dimensionsand all aresimpleandclosedin the sense we now define.
Consider the five curves sketched in Figure4.4.

A B C D E
Figure 4.4: Simple curves, closed curves or not?

A curve is calledsimpleif it does not cross itself. That means that in tracing out thecurve (starting at any point) no point
except, possibly, the beginning and end of the tracing is encountered more than once. It is calledclosedif it “ends where it starts.”

Thus A is simple but not closed,B is neither simple nor closed,C is closed but not simple andD and E are simple and
closed. CurveC is depicted in two dimensions and has a crossing point. CurveE is intended to be three-dimensional. Part of
the curve—the part that appears as a break—lies below the darker part that “appears to cross” the broken part. CurveE doesnot
cross itself.

The curves that are suitable for the discussion that followsmust be both simple and closed. For that reason, we shall always
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assume (in this chapter) that when we use the termcurvewe mean “simple, closed curve.” All of our curves are given inthree-
dimensions.

4.1.2 Shoelace model

You might find it desirable to make a model with which to experiment. Such models will be of use throughout this chapter, so it
is a good idea to make such a model now. This can be done in a variety of ways. For example, using the outer edges of paper
plates or wire, construct several rings to represent the curves. Two or three of these rings should be pre-cut in such a waythat
they can be easily removed from a configuration without disturbing the rest of the configuration. We refer to this as “cutting away
a curve.” You will also need something more flexible for your experimentation. A long shoelace or ribbon will do. Figure4.5
shows2 some equipment that might be used.

4.1.3 Linking three curves

Do you think it is possible to construct three curves that arelinked in such a way that, if we cut away one of the three curves,
the remaining two will remain linked? By this we mean thatno matter which of the three curveswe cut away, the remaining two
cannotbe separated without cutting or tearing. (Pulling is all right.)

Here is a different but related question:

Is it possible for three curves to be linked together in such away that no curve can be separated from the configuration
without cutting or tearing, but if one is cut away, the remaining two can be separated?

As before, we mean by this thatno matter which of the threeis cut away, the remaining twocan be separated. Thus, in a
sense, the “break point” is at two curves: the configuration “hangs together” as originally constructed, but removal of asingle
curve causes the remaining configuration to “fall apart.”

The Borromean rings of Figure4.1give a positive answer to the latter question. Check that Figure4.1does answer the second
question but not the first.

2Photo courtesy of Curry Sawyer.
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Figure 4.5: Equipment for making models.

Problem 165 Is it possible to construct three curves that are linked in such a way that if we cut away any one of the three curves,
the remaining two will remain linked? Answer

Problem 166 Without looking again at Figure4.1, describe three curves linked together in such a way that no curve can be
separated from the configuration without cutting or tearingbut, if one is cut away, the remaining two can be separated?

Answer

4.1.4 3–1 and 3–2 configurations

Let us call the configuration that we constructed in Problem165, a 3–1 configuration. The “3” refers to the fact that there are
three curves; the “1” indicates that thebreaking pointis at 1—the configuration can’t be separated without cuttingor tearing until
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we get down to one curve.
We call the second configuration (the Borromean rings) a 3–2 configuration because there are three curves linked in such a

way that the configuration hangs together, but removal of anyone of the three curves by cutting causes the other two curvesto
fall apart with no more than apull in the appropriate place. The breaking point is at 2.

4.1.5 A 4–3 configuration

What should we mean by a 4–3 configuration? Well, that would bea configuration of four curves linked together in such a way
that they hang together but cutting away one of the curves causes the remaining three to fall apart. And this is true no matter
which of the four curves is cut away. In short the breaking point is at three curves—any three.

Problem 167 Do you think it is possible to construct a 4–3 configuration? Answer

4.1.6 Not so easy?

Experience has shown that many students have difficulty in their first attempts to construct a 4–3 configuration. As before, we
may as well begin by placing three separated curves near eachother. This represents the initial setup. We then try to weave a
fourth curve (the shoelace) through them in order to construct the 4–3 configuration. Then, no matter how this is done, we can at
least be assured that removal of the shoelace will cause the remaining three curves to fall apart. (They are already separated.)

But then the trouble begins. Unless we have a very usable model, or three or four hands, or a friend to hold part of the model
while we do our weaving, we wind up with knots in the shoelace,the model falling on the floor or other such problems.

And to make things worse, when we finally get things together it almost works. But then we try to cut away a curve to “check
it out” and see it does not quite work. A little change might doit, but by now we forgot what we did to make it almost work.
Frustrating. We know. We tried and it happened to us.

There must be a better way. Even if we had a good model, four hands, a friend to help, and we solved this problem what will
we do when we get to more complicated linking problems?
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4.1.7 Finding the right notation

Let’s return to the 3–2 configuration. We might observe that our construction method solved the problem. We could make a model
that worked, but the language was awkward and communicationwas difficult. We had to talk about the “curve on the right,” and
the “remaining curve.” And we drew a picture which suggestedwords such as the following:

“go through the curve on the left from top to bottom, then the curve on the right from top to bottom, then the curve
on the left from bottom to top, then the curve on the right frombottom to top and then return to the starting point.”

(We might add “Do not passGO and do not collect $200.”)
We could simplify things considerably with a bit ofnotation. If we label the curve on the leftA and the curve on the rightB,

our description could be writtenABAbBb.
Simple, isn’t it? After working a bit with the notation you will find that it has made things quite easy. The notation contains

all essential ingredients. The expression
ABAbBb

is read from left to right and translates into

“Go throughA, thenB, thenA backwards, thenB backwards.”

(The fact that we ended where we started is understood and theparenthetical reference to the game ofMonopolyTM is of course
unnecessary.)

All we needed was a labeling of the curves (other than the shoelace) and our notation provides a “recipe” or a set of directions
for the construction. There are, of course, two things we areassuming tacitly: we are assuming the first curves have already been
labeled and placed appropriately, and we are assuming that in passing through a given curve there are two directions we could
use, one positive and one negative. Thus the notationA andAb represent passing throughA, but in the first case the shoelace
passes throughA in the direction we called positive and on the second it was inthe opposite direction.

Which direction we designate as positive (for each curve) isimmaterial, but once we have chosen it, it is essential that we
remain consistent. We shall answer Problem167soon. If you were unable to solve it, try it again, but first do the problems below.

Pulling is allowed, but remember, the weaving mustendwhere it started and the shoelace is assumed solidly attached at its
“two ends.” (The quotation marks are there because the shoelace is just a physical model of the concept of simple closed curve
and we are not really thinking of such a curve as havingendsany more than we do of a rubber band or a circle.)
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Problem 168 Let A and B be separated curves. Weave your shoelace through the curves A and B according to each of the
descriptions below:

BABbAb, AbBABb, AAbBBb, AAAbAb, and ABBbAb.

Provide a pencil sketch of the result (if you can) as well as following the instructions on your physical model. (This problem and
the next two should be done together. Use your model.) Answer

Problem 169 Which of the descriptions in Problem168lead to a 3–2 configuration? Answer

Problem 170 Which of the descriptions in Problem168lead to a configuration that can be separated without cuttingor tearing.
Answer

Problem 171 Study the results of Problem168, Problem169, and Problem170. What patterns do you notice in those which give
rise to 3–2 configurations? Do you notice any symmetries. Do you notice anydelayed undoingsof things already done? Try to
articulate for yourself what makes the 3–2 configuration work. Answer

Figure 4.6: Cole and Eva with model.
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Problem 172 Figure4.6shows Cole and Eva with a model of a configuration. Is this one of the configurations we have discussed?
Answer

Problem 173 Construct a 4–3 configuration. Answer

4.2 Algebraic systems

Perhaps you have noticed similarities between our notationand things you remember from arithmetic or algebra. First ofall,
an expression such asAB is reminiscent of the operation of multiplication. Of course, in our settingA andB do not represent
numbers. Far from it. And writingB next toA doesn’t mean wemultiply Aby B. That wouldn’t make sense in our setting.

To get a better idea of what we mean when we say that our notation is reminiscent of algebra, we shall undertake a rather
long-winded digression.

An algebraic systemconsists of a collection of objects (e.g., numbers), one or more operations (e.g., addition or multiplica-
tion), and some rules or axioms governing the ways in which these objects can be combined. Familiar to us from the rules of
arithmetic are the commutative and associative laws for multiplication: whatever numbersA, B andC we choose, it will always
be true thatAB= BAand that(AB)C= A(BC). For example 2×3= 3×2 since both equal 6 and

(2×3)×4= 2× (3×4)

since both equal 24. This is a theorem: technically 2×3 and 3×2 mean two different things, but they can be proved to be equal.
Similarly (2×3)×4 and 2× (3×4) mean two different things but they can be proved to be equal for numbers and the operation
of multiplication. It is rules similar to these that we are interested in when discussing algebraic systems. Indeed, in some algebraic
systems, things look pretty much the same as they do in ordinary algebra or arithmetic.

4.2.1 Some familiar algebraic systems

Here are some examples of algebraic systems with which you may or may not be familiar.

1. The objects arepolynomials. They can be added or multiplied and the laws of combination that apply to numbers apply
here as well. For example

[x2+x+1]+ [3x−2] = x2+4x−1
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and
[x2+x+1]× [3x−2] = 3x3+x2+x−2.

2. The objects arefunctions. They, too, can be added or multiplied and the laws apply. Forexamplex2+sinx is obtained by
adding the functionx2 to the function sinx. Furthermore,x2+sinx= sinx+x2.

3. The objects arematricesof fixed dimension. Addition and multiplication are defined but the commutative law of multipli-
cation does not hold. For example





1 0 0
1 2 3
−1 0 5



+





0 1 1
2 0 −1
−2 0 −1



=





1 1 1
3 2 2
−3 0 4



 .

4. The objects arevectors. Again addition can be defined in a natural way and the usual laws hold with respect to the operation
of addition. For example

(1,2,3)+ (5,6,−3) = (6,8,0).

4.2.2 Linking and algebraic systems

In the setting of our linking problems, each configuration gives rise to an algebraic system. The configuration is thestarting
set-up, for example, two separated curvesA andB. Eachshoelacegives rise to anobjectof this algebraic system via itsformula.
The formula is just a string of the letters (in this caseA andB) that corresponds to the way the shoelace links the curves inthe
starting set-up. We discuss this in more detail later in thischapter in Section4.9.2.

For example, the expression
ABAbBB

would represent the curve that goes throughA, thenB, thenA backwards then twice throughB and then returns to the starting
point. Theoperationfor the system can be described asone object of the system following another. As an example, ifX = AB
andY = AbBB, thenXY= ABAbBB.

In order to create an algebraic system we must do several morethings: we must decide what it means for two of our objects
to beequaland we must determine what the basiclaws of combinationare.
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4.2.3 When are two objects equal?

What should it mean for two objects to beequal?This does not mean that they are the exact same expression. Itdepends on the
algebraic system to interpret equality. For example in the elementary theory of fractions 1/2 and 2/4 and 17/34 are defined to be
equal, even though they are not identical expressions.

Well, for our purposes in the linking problems, it would be natural to define equality in such a way that two objects are equal
if and only if they have exactly the same linking properties.For example,

AAb, BBb, AbA, BbB, ABbBAb, andAAAAbAbAb

all are different expressions for the shoelace which links neitherA nor B. That is, an appropriate pull on the shoelace will set it
free from the curvesA andB. Similarly,

A, ABBb, AAbA, andBAAbBbA

all represent the same linking properties: a curve that, in effect, goes throughA and returns home.

Problem 174 Interpret, for this problem, A and B as positive numbers and interpret Ab and Bb to be the reciprocals1/A and
1/B. Compute each of the expressions

AAb, BBb, AbA, BbB, ABbBAb, and AAAAbAbAb.

Answer

Problem 175 Under the same interpretation as in Problem174compute each of the expressions

A, ABBb, AAbA, and BAAbBbA.

Answer

4.2.4 Inverse notation

For numbers we wouldn’t writeAb for the reciprocal ofA. We would writeA−1. ThusAA−1 = A−1A = 1 for numbers; e.g.,
5× 5−1 = 5−1× 5 = 1. This suggests that we should use the same notation for our linking instruction to go backwards. This
suggests, too, that we should use the symbol 1, not for the number one, but for any curve that doesn’t link eitherA or B. Our
notation becomes even more reminiscent of algebra.
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We would see quickly, for example, that in our setting

AA−1, ABB−1A−1, or A−1AAA−1

are all equal to 1. It would also be true, just as in ordinary arithmetic, that

1A= A1= A.

(If a curve doesn’t link anything and then linksA, in effect it has linked onlyA).
Thus we shall decide on the more natural algebraic notationA−1 to represent the instruction to go throughA backwards.

We can then use our elementary skills in algebra to help us work out the effect of such complicated expressions as we saw in
Problem174and Problem175. Those expressions now assume the simpler and more familiarform

AA−1, BB−1, A−1A, B−1B, AB−1BA−1, andAAAA−1A−1A−1

all of which reduce easily to 1 and
A, ABB−1, AA−1A, andBAA−1B−1A

all of which reduce easily toA.

4.2.5 The laws of combination

We can now easily verify that

• The commutative lawfails: ABandBAare, in general, different.

• The associative law is valid:(A(BC) = (AB)C) is always true.

You can use your models to check these facts, or you can just give simple arguments to verify this. For example, since

ABA−1B−1

gives rise to the 3–2 configuration while
AA−1BB−1 = 1

we see the commutative law fails. On the other hand,A(BC) represents going throughA, then throughB andC, then home. That
has exactly the same effect as the linking(AB)C.
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Problem 176 Use your model to verify that
ABA−1B 6= 1.

(The commutative law does not hold.)

4.2.6 Applying our algebra to linking problems

Where does all this get us? For one thing, it allows us in some cases to check the linking effect algebraically without reference to
a picture or model. For example, we can reduce the expression

ABA−1BB−1AA−1B

algebraically as follows
ABA−1BB−1AA−1B= ABA−111B= ABA−1B

Thus, in effect, our shoelace has gone through A, thenB, thenA backwards, thenB. We can reduce this no further.

Cutting away But there is something even more useful contained in our algebraic system. Our algebraic system is particularly
useful when it comes tocutting awayone of the circles. Consider the expression

ABA−1B−1,

which we saw gave rise to the 3–2 configuration when applied totwo separated circles. What happens when we cut away the
circle A? We saw that the shoelace andB were not linked.

But we can tell thisjust by inspectingthe expression

ABA−1B−1.

How is cutting awayA reflected in the expressionABA−1B−1? If A is cut away, then we in effect have a newstarting set up, the
one circle,B. Where the shoelace originally went throughA is now an empty space.

Simply remove the symbolA (andA−1) whenever it appears in the expressionABA−1B−1. We arrive at the expressionBB−1

which of course equals 1, a curve that links nothing.
What we have just seen is an essential step in our attempt to construct configurations exhibiting certain linking properties. To

make sure we understand it, use your model to answer the next problem where one circle has been cut away.
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Problem 177 Start with three separated circles A, B and C. What happens when B is cut away from the expressions ABC,
ABCA−1B−1C−1, and ABA−1B−1. Answer

4.3 Return to the 4–3 configuration

Now we return to the 4–3 configuration. We begin with three separated circlesA, B andC. We wish to wind our shoelace through
A, B andC in such a way that the configuration hangs together, but removal of one of the curves causes the remaining three curves
to fall apart. This must be true no matter which of the curves we remove.

Translated into our algebraic setting, we seek an expression involving the lettersA, B, andC that does not reduce to an
expression with fewer letters, but removal of a single letter causes the expression to reduce to 1.

Before trying to achieve this, observe that for the 3–2 configuration, the expressionABA−1B−1 does not reduce, but indeed
removal of eitherA or B causes the resulting expression to collapse to 1.

4.3.1 Solving the 4–3 configuration

There are a number of ways of achieving the 4–3 configuration.Here is one of them, which you may have discovered

ABA−1B−1CBAB−1A−1C−1

Try it on your model, making sure to avoidknots.Observe, removal ofA results in the expression

BB−1CBB−1C−1 = 1C1C−1 =CC−1 = 1.

The same is true ifB is removed. IfC is removed, we obtain

ABA−1B−1BAB−1A−1 = ABA−11AB−1A−1

= AB1B−1A−1 = ABB−1A−1 = A1A−1 = AA−1 = 1.

Undoing If we understand the algebraic model, this last computationcan be greatly simplified. We must observe only that
removal ofC causes successivecollapses from inside to outside.Look at the expression for the 4–3 configuration carefully tosee
what’s involved. Each action isundonea little later. ForA andB, the undoing is postponed only one step, but forC it is postponed
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several steps. Let’s see why that works. Hidden in the expression is anotherundoing.The entire expression

ABA−1B−1

is undone by the expression
BAB−1A−1

because
(

ABA−1B−1)(BAB−1A−1)= 1.

In our algebraic notation this means that
(

ABA−1B−1)−1
=
(

BAB−1A−1) .

Observe that to achieve this, we have undone each link inABA−1B−1 but in the reverse order. It’s like putting on your socks
and shoes. To undo that action, you undo each step but in the reverse order, you first take off your shoes and then your socks.Or,
at least, we do. The same is true for any linking. To undo it, that is to find an expression for the inverse, you undo each link but
in the reverse order.

Problem 178 Check each of these statements on your model:
(

ABCB−1)−1
= BC−1B−1A−1 and

(

AB−1)−1
= BA−1.

Problem 179 Compare the expressions for the shoelace in the 3–2 and 4–3 configurations:

• The 3–2:ABA−1B−1.

• The 4–3:ABA−1B−1CBAB−1A−1C−1 = (ABA−1B−1)C(ABA−1B−1)−1C−1.

Answer

Problem 180 Construct a 5–4 configuration. Answer
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4.4 Constructing a 5–4 configuration

Once we understand what makes the construction of the 4–3 configuration work, we find the problem of constructing a 5–4
configuration a bit less challenging. We begin with four separated circles and label themA, B, C, andD. We now wish to weave
the fifth curve through these circles in an appropriate way. We know by now that we must undo each action at a later time. Just
how much later this should be might now be apparent.

4.4.1 The plan

In case it is not yet entirely clear, consider the following plan:

• For a 3–2 configuration, begin with two separated circlesA andB and this expression for the last curve

ABA−1B−1.

• For a 4–3 configuration, begin with three separated circlesA, B, andC and this expression for the last curve

ABA−1B−1CBAB−1A−1C−1.

Noting, as we did before, that the expression for the fourth curve in the 4–3 configuration can be written in the form
XCX−1C−1, where

X = ABA−1B−1

we are naturally led to try the formula
YDY−1D−1

for the fifth curve of the 5–4 configuration, with

Y = ABA−1B−1CBAB−1A−1C−1

This becomes
ABA−1B−1CBAB−1A−1C−1DCABA−1B−1C−1BAB−1A−1D−1.
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4.4.2 Verification

To verify that our proposed solution

ABA−1B−1CBAB−1A−1C−1DCABA−1B−1C−1BAB−1A−1D−1 (4.1)

works we must check these two things:

• The entire configuration hangs together.

• The removal of any one of the five curves causes the remaining curves to fall apart.

That the configuration hangs together is probably clear by now. You can check it with a model, but you can see it more
easily from the algebraic model. No reduction is possible inthe algebraic expression (4.1). This is because the only admissible
simplifications allowable are to replace an expression suchasXX−1 by l and to thendrop the 1, and no such expression appears
in (4.1).

To check that removal of any one of the curves causes the remaining curves to fall apart, we must verify that removal of a
single letter whenever it appears causes the entire expression to reduce to 1. We do this for the letterA and leave it to you to verify
that this happens when the lettersB or C or D are removed instead ofA. Removal ofA leads to the expression

BB−1CBB−1C−1DCBB−1C−1BB−1D−1

= 1C1C−1DC1C−11D−1 =CC−1DCC−1D−1

= 1D1D−1 = DD−1 = 1.

Do you think you could have constructed the 5–4 configurationusing only trial and error on your model? Note that the
shoelacehad to go through the curves 22 times in all. Or perhaps you found a simpler solution.

4.4.3 How about a 6–5 configuration?

Suppose we now wanted to construct a 6–5 configuration. Does our solution of the 5–4 configuration lead us on to more compli-
cated problems?

The pattern is probably clear by now, but the notation is getting rather out of hand. Note, for example, that the
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• 3–2 configuration required 4 winds by the shoelace.

• the 4–3 configuration required l0 winds by the shoelace.

• the 5–4 configuration required 22 winds by the shoelace.

A bit of reflection would show that the 6–5 configuration wouldrequire 46 winds by the shoelace. Some simplification of
notation is necessary, or at least desirable, here.

We note that each of the three configurations we have constructed so far is of the form

UVU−1V−1

whereU is an expression involving, perhaps, several winds andV represents a single wind. For example, in the 4–3 configuration,

U = ABA−1B

and
V =C.

This suggests our new notation.

4.4.4 Improving our notation again

Let us introduce some short-hand notation. IfU andV are any expressions involving several letters (such asA, B, C, D, E, etc.),
let us write(U,V) to represent the expression

(U,V) =UVU−1V−1.

Thus forU = ABA−1B−1 andV =C the expression(U,V) becomes

(U,V) =
(

ABA−1B−1)C
(

ABA−1B−1)−1
C−1

= ABA−1B−1CBAB−1A−1C−1.

This gives us a compact notation.
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Problem 181 Verify that, in this notation, the fifth curve for the 5–4 configuration becomes

(((A,B),C),D).

Problem 182 Write the sixth curve of the 6–5 configuration in the compact form. Answer

Problem 183 Show that if A= 1 in the expression((A,B),C), then

((A,B),C) = 1.

Answer

Problem 184 Show that if B= 1 in the expression((A,B),C), then

((A,B),C) = 1.

Problem 185 Show that if C= 1 in the expression((A,B),C), then

((A,B),C) = 1.

4.5 Commutators

The expression(A,B) has a name in the study of algebra. It is called thecommutatorof A andB. More generally, ifX andY are
any expressions in several letters, then(X,Y) is called thecommutatorof X andY. For instance, if

X = ABA−1B−1

andY =C then
(X,Y) = XYX−1Y−1 = ABA−1B−1CBAB−1A−1C−1
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which we saw gives the fourth curve in the 4–3 configuration. Since

ABA−1B−1 = (A,B),

the expression(X,Y) above equals((A,B),C). This is a commutator, one of whose terms is itself a commutator. We call such an
expression acompound commutator. Because of what will follow shortly, it is important to understand this commutator notation.
As practice with the notation, do each of the following computations before proceeding further.

Problem 186 Show that

1. ((A,B),A−1) = ABA−1B−1A−1BAB−1

2. ((A,A−1),B) = 1.

3. (((A,1),C),D) = 1.
Answer

Problem 187 To see the importance of putting in all commas and parentheses in the commutator notation, verify that in general

1. (AB) 6= (A,B).

2. (AB)−1 6= (A,B)−1.

3. (AB,C) 6= (A,B)C 6= ((A,B),C).

Problem 188 One reason that(X,Y) is called the commutator of X and Y is that XY= YX if and only if(X,Y) = 1. Prove
this. Answer

4.6 Moving on.

So far, we have seen how to construct the 3–2, 4–3, 5–4 and 6–5 configurations. All of these are configurations of the type
(n+1)–n; i.e., the breaking point occurs when a single curve is removed from the configuration.
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What if we want the breaking point to occur somewhat later? For example, how could we construct a 4–2 configuration?
First, we must be sure we understand what a 4–2 configuration is. It consists of four curves linked together in such a way that the
entire configuration hangs together, that removal of a single curve causes the remaining three to hang together, but removal of a
second curve causes the remaining two to fall apart.

Before embarking on the construction of a 4–2 configuration,let us pause for a moment to take stock of where we are.

4.6.1 Where we are.

After some trial and error with our models we discovered how to construct the 3–2 configuration. Perhaps we were also successful
in constructing the 4–3 configuration by this method. Perhaps not. In any case things quickly became too complex to rely ontrial
and error and on our simple model. We arrived very naturally at an algebraic formulation of our problems.

It amounted to beginning with an appropriate placement of our first few curves and then writing down an expression for the
last curve. This expression had to link all the existing curves and had to have the property that removal of a single lettercaused
the entire expression to reduce to 1. After a while, we saw theadvantage of compact notation, and we introduced the idea ofa
commutator. All this allowed us to see the structure of the configurations in an algebraic setting. There were several newconcepts,
all of which evolved naturally:

• Algebraic expressions for the last curve.

• How to simplify such algebraic expressions, using ideas suggested from elementary algebra.

• The idea of a commutator and the natural extension to a compound commutator.

By successive compoundings of the commutator, we were able to construct more complicated configurations.
We need only one more idea to show us the way to constructing any configuration we wish. This idea will arise in connection

with the 4–2 configuration. It will become clear a bit later.

4.6.2 Constructing a 4–2 configuration.

Let’s get started with the construction of a 4–2 configuration. First of all, what do we start with? Since the breaking point is “2,”
we may as well begin with two separated circlesA andB. This way, when the two new curves that we shall add are removed, we



4.6. MOVING ON. 247

will end up with the two separated curvesA andB that we started with.
Now what? That is, how should the third curve be woven throughA andB?
Before attempting Problem189 and Problem190 try to determine what concepts are involved. Whether or not you obtain

solutions, check our answer. Much of the reasoning in those answers will be needed in constructing the configurations that follow
the 4–2 configuration.

Problem 189 What expression should represent the third curve C? Answer

Problem 190 What expression should represent the fourth curve, D, in the4–2 configuration? Answer

Problem 191 Compare the two solutions
ABCA−1B−1C−1

and
(A,B)(A,C)(B,C).

How many winds does each require? Would either of these methods be useful for obtaining other configurations such as the 5–2
or 5–3 configuration? Answer

4.6.3 Constructing 5–2 and 6–2 configurations.

Let us try to imitate the two methods we used for the 4–2 configuration to construct a 5–2 configuration.

Problem 192 Construct a 5–2 configuration. Begin with two separated curves A and B and determine formulae for the remaining
curves C, D and E. Answer

Problem 193 Construct a 6–2 configuration. Use the method that starts offwith ABCD. . . . Answer

Problem 194 Construct a 6–2 configuration. Use the method that starts offwith (A,B)(A,C)(A,D) . . . . Answer
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4.7 Some more constructions.

What about the 5–3 configuration? How can we use what we have already learned? How do we begin? The last question is, of
course, easy to answer. Since the break point is “3,” we mustbeginwith three separated curves:A, B andC.

Arguing as before, we want our fourth curve to wind through these three curves in such a way as to form a 4–3 configuration.

Problem 195 Now what? Answer

4.8 The general construction

We are now ready to understand the general construction. Before proceeding to that, construct each of the configurationsbelow.
Do this by indicating how many separated curves start the process and then giving the expression for the remaining curves, stating
what the result is after each curve is added.

For example, the following format for the 6–4 configuration can serve as a model. Begin with four separated circles,A, B, C,
andD.

Add Formula Config-
uration

E (((A,B),C),D) 5–4
F (((A,B),C),D)(((A,B),C),E)(((A,B),D),E)(((B,C),D),E) 6–4

Problem 196 Construct a 6–3 configuration. Verify that your constructions works.

Problem 197 Construct a 7–3 configuration. Verify that your constructions works.

Problem 198 Construct an 8–4 configuration. Verify that your constructions works. Answer
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4.8.1 Introducing a subscript notation

The configurations that Problems196–198ask for should offer no serious difficulty (except that they take increasing amounts of
space to write down).

Consider Problem198. It asked for eight curves linked together in such a way that the break point occurs at 4 curves. The
eighth curve,H, was added to a 7–4 configuration. The formula for the eighth curve involves 35 compound commutators on four
letters, for example(((A,B),C),D). Each such commutator has twenty-two winds. The eighth curve thus had 35× 22= 770
winds. Even the short-hand commutator notation would involve writing down 35 compound commutators. Note that replacing A,
B, C or D with a 1 causes all commutators involving that letter to collapse, leaving a 7–4 configuration as required.

More notation The time has come, once again, to introduce some further short-hand notation. Let’s discuss this to see what
kind of notation might be useful.

First, let’s look ahead. The 8–4 configuration would be a nuisance to write down in full commutator notation—but we could
still do it. What if, for example, we instead wanted to determine the 30th curve in a 30–20 configuration? We see that our alphabet,
with only 26 letters, is inadequate.

Of course, we could add the Greek (α, β, γ, . . . ), Hebrew (ℵ, i, k, .ג . . ), and Old-German (A, B, C, . . . ) alphabets in order
to obtain more symbols to use. But then what would we do if we wanted to construct a 300–200 configuration? Or a 3,000–2000
configuration?

There must be a better way! There is. It is, in fact, quite simple (though it may appear complicated at first). First we can solve
our dilemma of running out of letters of the alphabet by introducing subscripts. Thus, instead of writing the fourth curve in a 4–3
configuration as

((A,B),C),

we call our first three curvesA1, A2 andA3 instead ofA, B andC. The fourth curveA4 then has the formula

A4 = ((A1,A2),A3).

Then, for example, the fifth curve of the 5–3 configuration will have the formula

A5 = ((A1,A2),A3)((A1,A2),A4)((A1,A3),A4)((A2,A3),A4).
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4.8.2 Product notation

This hasn’t saved us any work yet, but we see, for example, that it would save us introducing a new letter to our alphabet in writing
the 28th curve in a 28–3 configuration. Let’s see how we can save ourselves some work. Consider, once again, the fifth curveA5

in the 5–3 configuration. There are several things we may notice:

• The formula forA5 involves several commutators on three letters, a typical one being((A1,A2),A3).

• The subscripts are in increasing order when we read from leftto right.

• The several terms that appear consist of all commutators of the form((Ai ,A j),Ak), with i < j < k< 5, wherei, j andk are
chosen from the integers 1, 2, 3 and 4.

If we look at other configurations, such as the 6–5 configuration, we would see a similar situation (when we use our subscript
notation).

How can we incorporate these three observations in a single simple compact form? The notation below would follow standard
mathematical notational procedures for complicated products. Write

A5 = ∏
i< j<k<5

((Ai ,A j),Ak).

Let’s dissect the notation:

• ((Ai ,A j),Ak) represents the typical term. For example, wheni = 1, j = 2 andk= 4, we get((A1,A2),A4).

• The Greek letterΠ (upper caseπ) indicates “product.” We are not actually “multiplying” here, of course, but the notation
we have been using all along suggests “multiplicative notation.”

• Under the symbolΠ we seei < j < k < 5. This indicates first that the subscripts that appear are in increasing order, and
that all such subscripts withi, j, k integers greater or equal to 1 and less than 5 are included. Notice the “5” tells us thatk
is no larger than 4.

Example 4.8.1 How would this notation work for the construction of the 8–4 configuration? Let’s do it in detail. We use our
customary format with our new notation.



4.8. THE GENERAL CONSTRUCTION 251

Begin with four separated curvesA1, A2, A3 andA4. Add to thisA5 to get a 5–4 configuration, thenA6 to get a 6–4 configura-
tion, thenA7 to get a 7–4 configuration and, finally,A8 to get a 8–4 configuration. The formulas are evidently:

A5 = (((A1,A2),A3),A4)

A6 = ∏
i< j<k<ℓ<6

(((Ai ,A j),Ak),Aℓ).

A7 = ∏
i< j<k<ℓ<7

(((Ai ,A j),Ak),Aℓ).

A8 = ∏
i< j<k<ℓ<8

(((Ai ,A j),Ak),Aℓ).

◭

Simple, isn’t it? Note we needed a fourth subscript,ℓ, here, because each commutator involved fourletters. Note also that the
stopping point(8 in our last formula) agrees with the subscript of the curvewe are representing. What would be the formula for
the eleventh curve of an ll–6 configuration built by our methods? The answer is simply

A11 = ∏
i< j<k<ℓ<m<n<11

(((((Ai ,A j),Ak),Aℓ),Am),An).

Note that cutting away a single curve, sayA4, causes all commutators involvingA4 to reduce to 1, so what remains is equivalent
to the tenth curve of a 10–6 configuration. When we have cut away all but 7 curves, we arrive at the 7–6 configuration, so cutting
away one more curve, causes the remaining six to fall apart.

4.8.3 Subscripts on subscripts

Are we now, finally, finished with these linking problems? Almost, but not quite.
Once again, we are soon going to run out of letters—on the subscripts! For example, the 11–6 configuration involved the

indices (i.e., letters or subscripts)i, j, k, ℓ, m, andn. If we wanted the 100th curve in the 100–70 configuration, we would need
70 letters. How can we modify our notation one more time to accommodate to such a configuration. As before, we introduce
numerical subscripts on thesubscriptsthemselves! Thus, in place ofi, j, k, etc., we usei1, i2, i3, etc. We can then writeA11 in
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the 11–6 configuration using as indicesi1, i2, i3, . . .i6 in place of the more clumsy lettersi, j, k, ℓ, m, n that we used previously:

A11 = ∏
i1<i2<i3<i4<i5<i6<11

(((((Ai1,Ai2),Ai3),Ai4),Ai5),Ai6).

In practice we would prefer to omit some of the expressions bymerely indicating with ellipses (i.e., three dots) that allthese
parentheses and subscripts are needed:

A11 = ∏
i1<i2<···<i6<11

((. . . ((Ai1,Ai2),Ai3), . . . ),Ai6).

Why all those dots? The first set of dots indicates that we haven’t written in all of the parentheses: there should be five of them.
We can reduce the mess by eliminating some and use the dots to indicate that more are really intended. The second set of dots,
those under∏, indicates that we have omitted the part of the expression

i3 < i4 < i5

that should be included. Finally, the third set of dots, those inside the parentheses, indicates that we have not writtenin the
elementsAi4 andAi5. The reader of such a formula is expected to understand what is missing and fill it in if necessary.

This convention saves us some writing once the pattern is clearly understood. For example, the 100–70 configuration would
be almost impossibly complicated, but the dots help considerably. The 100th curve in that configuration is simply written as,

A100 : ∏
i1<i2<···<i70<100

((. . . ((Ai1,Ai2),Ai3), . . . ),Ai70).

Problem 199 Write the 50th curve in a 87–33 configuration in our new notation. (Assume the first 49 curves form a 49–33
configuration.) Answer

Problem 200 How many winds are there in the eleventh curve in an 11–5 configuration? Answer

4.9 Groups

One of the many aspects of modern mathematics that distinguishes it from say, nineteenth-century mathematics, is that there is
nowadays a good deal of emphasis onabstract structures. What this amounts to is that mathematicians will often study some
abstract system defined axiomatically, which has, on the surface, no connection with the real world.
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Why should one study such abstract systems? One reason is this. Many real life situations to which mathematics has been
successfully applied appear to be quite different in nature, but actually involve the same mathematical analysis and the same
structure. We saw this many times in the chapter on Nim. By studying the abstract structure, one reduces the analysis to its
essentials. Anything one proves within the abstract setting then applies to each realization of the abstraction.

One such abstract structure is that of agroup. We shall define the notion of a group and give a few examples ofgroups. We
won’t develop any of the theory of groups (there are many excellent books on groups) but the several examples will suggesthow
a general abstract theory could be useful in studying individual instances of the theory.

Definition of a group A group is a setG together with an operation· that satisfies the following four3 conditions:

1) If a andb are elements ofG thena ·b also belongs toG. (We might writeab for a ·b. Sometimes other notation
such as× or + is used for the operation to suggest multiplication or addition.)

2) There is an element 1 belonging toG such thata·1= 1·a= a for all a in G. The element 1 is called the identity.
(Some times, when “+” is the notation for the operation, the identity is denoted by 0.)

3) If a is an element ofG then there is an elementa−1 called the inverse ofa such thata ·a−1 = 1 anda−1 ·a= 1.
(When+ is the symbol for the operation, one writes−a in place ofa−1.)

4) If a, b, andc are elements ofG then(a·b) ·c= a· (b·c). This is called theassociative law.

At this point, the definition of a group is, of course, abstract. Let’s look at some examples.

Example 4.9.1 Let G consist of the positive real numbers, and let “·” denote usual multiplication (i.e., the operation that we
would have written as “×” in elementary school). Then

1. If a andb are positive real numbers, so isa·b.

3Note that there is no fifth condition requiring thata ·b = b ·a. While many groups do have this property (thecommutative property) we have seen that
our group does not.
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2. The usual number 1 satisfiesa·1= a and 1·a= a.

3. If a is a positive real number, thena−1 is denoted commonly as 1/a anda−1 ·a= 1 anda ·a−1 = 1. (a−1 is, of course, a
real positive number ifa is.)

4. This is just the usual associative law for the multiplication of real numbers.

How we group the numbers does not affect the outcome. For example,

4· (5·6) = 4·30= 120

and
(4·5) ·6= 20·6= 120.

. ◭

Example 4.9.2 Let G denote the integers (including the negative integers)with + for the operation. It is easy to see that this
gives us a group. ◭

4.9.1 Rigid Motions

For those with a bit more background in mathematics, we mention that the examples that appeared in Section4.2.1(polynomials,
functions, matrices, vectors) can all be endowed with a group structure by choosing some appropriate group operation. Other
important groups involve symmetries, permutations, rotations, or rigid motions in a plane.

To illustrate, we can describe the appropriate group operation used in studying the group of rigid motions. It is similarto our
operation in linking.

If A andB are rigid motions in a plane, thenAB is just the the motion achieved by applyingB thenA. SupposeA consists of
translating every point 2 units to the right, andB rotates a point 90 degrees about the origin. ThenAB consists of first rotating,
then translating, whileBA consists of first translating, then rotating. In Figure4.7 we showAB applied to a triangleT with one
point at the origin.
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T

Figure 4.7: AB: First rotate the triangleT, then translate.

Figure4.8showsBAapplied to the triangleT. (We see that the group of rigid motions is not commutative.)

T

Figure 4.8: BA: First translate the triangleT, then rotate.
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Note It is customary to read from right to left in describing rigidmotions. ThusAB indicates doingB first.

4.9.2 The group of linking operations

Our algebraic work in this chapter can be viewed as part of group theory. We give an intuitive and mathematically incomplete
description of this view now.

Suppose we begin, as we have many times, with three fixed separated circlesA, B, andC in space. We view this as a starting
set-up. Each starting set-up leads to its own linking group.(See Section4.2.2.)

We consider all possible ways of weaving a fourth curve through A, B, andC and write down what we called ourformula for
the fourth curve.For example,ABC−1 would mean this: our curve goes throughA, thenB and then backwards throughC and
finally returns to its starting point. Thisactiondescribed byABC−1 is an element of our group. So is any similar action.

What is our group operation that corresponds to the “·” we used in our definition of a group? It is simplydoingone action
then the other. For example, if we firstdo ABC−1 and thendo BAC−1A we get

ABC−1BAC−1A

as
(ABC−1) · (BAC−1A).

In this case, there are no simplifications possible. Sometimes, as we saw, there are simplifications possible. For example

(ABA−1B−1) · (BAB−1A−1)

reduces to 1. This follows from the associative law in the definition of a group. We leave it to the reader to verify that whatwe
have been doing with links will satisfy the four stated conditions defining a group.

If we look at our first two examples of groups, involving ordinary numbers, we see that those groups arecommutative groups,
(e.g.,a ·b = b ·a anda+ b= b+ a in the two examples). We have already observed that the groups involved with our linking
problems are not always commutative. For example, ifA andB are separated circles, thenAB 6= BA. We can check this by using
our model and verifying thatABA−1B−1 6= 1, i.e., it does not reduce to a curve that links neitherA or B.

Problem 201 Begin with twolinked circles A and B. Wind a third curve through A and B according tothe formula ABA−1B−1.
Show that the third curve can be pulled free from A and B, thereby showing that AB= BA. (See Problem188in Section4.5.)
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Problem201illustrates one simple situation of a linking problem that gives rise to a commutative group. More generally, our
groups are noncommutative, although a group might have special relations in it that do commutate. For example, ifA andB are
linked, butC is separated fromA andB, then the relationAB= BA is valid on the resulting group, but we can’t write, for example,
AC=CA. (Make a model.) Thus, for example, we can writeABC= BAC, but we can’t writeABC= ACB if we want to make a
correct assertion in this group.

Problem 202 Suppose that the circles A and B are linked, but C is separatedfrom A and B. Simplify each of the following:

ABA−1B−1A and ABCA−1B−1A.

Where feasible, check with a model.

4.10 Summary and perspectives

There are a number of things to be learned from this chapter. Let’s review what we did.

1. We started with two simple configurations (the 3–2 and 3–1 configurations) and then asked for the construction of a 4–3
configuration.

2. It became clear that pictures were inadequate for experimentation. So we made models which helped experimentation.

3. But the models soon proved inadequate. We came naturally to a method of keeping track of our actions: a bookkeeping
system. This system soon began to look like ordinary algebra, although symbols such asABdid not mean multiplication of
numbers.

4. We soon saw that this simple bookkeeping system was actually an algebraic system with very simple properties. And, more
importantly,it related directly to our linking problems.

Cutting away a curve corresponded to removing the corresponding letter. That little bit of algebraic structure helped
enormously in solving the simpler linking problems. They were simpler because of our algebraic methods. The 5–3
configuration, for example, may have been impossibly difficult for us to construct without such a system.
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5. The algebraic formulation actually helped pinpoint the intuitive idea of undoing everything we do, but to defer such undo-
ings an appropriate length of time.

6. Even our algebra became prohibitive once we got to more complicated figures. The expressions just got too long. So
we incorporated our intuition into the algebra and introduced commutators and compound commutators. The two useful
notions involved “compounding” of commutators and “multiplying” commutators.

7. Even here, our notation was inadequate when we discussed configurations such as the 8–4 configurations. The notion of
commutator simplified things, but still there were just too many commutators to combine.

8. So we finally obtained adequate notation in Section4.8.1.

9. Note that our final notation does more than just shorten thewriting of a formula. It contains the entire structure of any
of our configurations. When we began the linking problems, wemay have had no idea where we were heading. As we
progressed we learned more and more about the structure ofn–k configurations, and we incorporated what we learned in
our notation. Section4.8.1developed the entire structure of such configurations, at least those constructed by our methods.

10. We also saw that some methods had the advantage of simplicity, but also had the disadvantage of not pointing us in the best
direction for proceeding. For example, the fourth curve in the 4–2 configuration could be taken as

D = ABCA−1B−1C−1.

This helped us obtain thenth curve in then–2 configuration, but gave no hint for constructing then–3 configurations. Our
other method was less efficient, but did give us such a hint. This phenomenon often occurs in mathematics. One solves a
problem, but the particular solution does not help us resolve new related problems4

11. Finally, we discussed groupsvery briefly. Groups provide a general framework for studying a number of mathematical
systems such as those associated with linking problems. A good understanding of groups can help one understand other
linking problems that we have not considered. And other problems not at all associated with links. Are groups the final

4Recall that our solution for two, three, and four-marker games did not lead to a general solution until we completely changed our perspective and looked
only at the gaps.
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answer? Of course not. Some algebraists study systems, veryabstract systems, of which the entire theory of groups is just
a simple example! And so it goes.

4.11 A Final Word

In a certain sense we have solved the linking problems we set out to solve. In another sense, we haven’t.
Let’s discuss this point, first in a broader context involving an aspect of evolution in mathematics and then in the specific

context of what we have done with links. When a mathematical subject is in its infancy, it is not always entirely clear what,
exactly, the subject under study is.

4.11.1 As mathematics develops

When earlier generations of mathematicians studied regions in space bounded by a surface, they might not have known exactly
how regionsor surfacesor boundedwere to be interpreted. They had easy to visualize models in mind. For examplethe region
bounded by a spheremakes sense (i.e., the inside of the sphere). So too does the inside of a bagel or pretzel. They also had no
difficulty in counting the number of holes in a pretzel, even though the concept ofholemay not have been well defined.

After all, if we look at a bagel we would agree that it has one hole, without our needing to know, in a strict mathematical
sense, what a hole is. But, when one proceeds to more complicated surfaces, one needs to have a mathematically precise wayof
dealing with the concepts.

Earlier generations of mathematicians often made significant contributions to a subject even though some of their work was
mathematically imprecise. We would say their work was not rigorous. One could say that their work contained errors. But,in a
sense, it would be more descriptive to say their work containedgaps: their results were correct under somewhat more restrictive
conditions than they supposed. For example, if one defines a region in a certain way and thenprovesa theorem about regions
which is valid only if the region meets some extra conditions(not mentioned in the definition), one has a gap in reasoning.

Imprecise work is by no means worthless—it just doesn’t always apply without some sort of modification. For example, one
constantly applies plane geometry ideas in real life even though the surface of our earth is more like a sphere than like a plane.
Thus we think of a baseball infield as planar square without that creating any real problems. The error in doing this is small, but
would be great if the sides of our “square” were thousands of miles rather than 90 feet. Similarly, Newtonian physics is fine when
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it applies, but became inadequate to deal with such things asobjects moving close to the speed of light or tiny objects such as
atoms.

4.11.2 A gap?

After creating our algebraic structure, we assumed it faithfully expressed the structure of our linkings. It seemed to do just that.
Actually it didn’t!

Consider, for example, the expressionABA−1. As an element of our group, it is not equal to the elementB, becauseABA−1B−1

is not equal to 1. But if our shoelace follows the instructions given byC : ABA−1 applied to two separated circles, we find we can
“slip” A off C, leavingB, as shown in Figure4.9. Thus the formulaABA−1 does have the same linking properties as the formula
B does. The algebra and the linking were at odds.

The same thing would happen any time we had a formula of the form XYX−1, whereX andY are any elements of our group.
There would be a cancellation that takes place in the linking, but not in the group. In our group structureX andX−1 can’t cancel
each other (inXYX−1) unlessX andY commute. But, when applied to links, such a cancellation cantake place.

How can we take this into account in our work? Actually, we have taken it into account, although we have not stated this
explicitly.

Our project was to constructn− k configurations. We always had an initial set-up ofk separated curves. All the formulas
we have used for the shoelaces in our configurations are products of commutators or compound commutators. This problem of
cancellation does not take place with commutators. For example, the shoelace for our 4-3 configuration had the formula

ABA−1B−1CBAB−1A−1C−1.

No cancellation here!
We successfully avoided all cancellations in our development by restricting our group suitably to group elements that actually

do describe the linking structure ofn–k configurations. If we had tried to use the full group to represent all possible linking
structures, we would have run into difficulties. As we saw with the curveABA−1 applied to two separated curvesA andB, the
group would not describe some of the linkings accurately.

Example 4.11.1Let’s look at a rather artificial but clear example that illustrates this perspective. Suppose we wanted to prove
that two squares in the plane are congruent if and only if their projections vertically onto thex-axis have the same length. We
wouldn’t be able to do that—the statement is false.
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A B

C
Figure 4.9:A “slips off” C.

The group of rigid motions in the plane (see Section4.9.1) includes rotations, and the length of a projection of a square can
change under a rotation. But if we restrict our focus to only those squares that have horizontal and vertical sides, and weconsider
only the translations, the statement is true. It is clear that such a square can be translated onto another such square if and only if
the two squares have the same side length, and that happens ifand only if their projections onto thex-axis have the same length.
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x

y

A

B

C

Figure 4.10: Projections of squares on thex-axis.

Note that in Figure4.10, A can be translated ontoB, but a rotation would be required to moveA onto C. Here we have
restricted our attention to only certain squares, and have used only those rigid motions that are translations. Rotations didn’t enter
the picture. ◭

In our linking project, we didn’t discuss all possible link structures; we restricted ourselves to separated curves andto n–k
configurations. We used only the subgroup consisting of products of commutators and compound commutators. Other elements
of the linking group played no role.

4.11.3 Is our linking language meaningful?

In our study of links, we used a number of terms that had intuitive content for all of us. Terms such ascurve, go through A
backwards, winds, hangs together, falls apart, etc. were certainly meaningful to us for purposes of communication, and even for
purposes of making models of various of our configurations. We constantly used expressions such asseparated curves, or we can
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pull the curve out of A without cutting or tearing, or these two curves have the same linking properties. We also sometimes gave
warnings such asbe careful not to create any knots in your shoelace. We did not, however, define these concepts in any precise
way.

For our purposes it may not have been necessary to define all these terms. We can construct (at least theoretically) any
configuration of the type we discussed. But we haven’t solvedany of these problems in a strict mathematical sense. The amount
of mathematical machinery necessary even to discuss linking problems rigorously is enormous.

4.11.4 Avoid knots and twists

Let’s illustrate the kinds of difficulties one encounters ifone tries to mathematize our discussion.

Figure 4.11: This curve can be transformed into a circle.

1. We all know intuitively which direction isbackwardswhenwe go through a curve C backwards. Or do we? IfC is a circle,
we can all agree which direction isforwardsand which direction isbackwards. But can we agree which direction is which
if C is the 50th curve in an 80–20 configuration?
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2. One difficulty is that a curveC may havetwistsin it. Can we tolerate twists? Small twists, surely. But whatabout big twists?
Or multiple twists? What exactly is a twist and what makes a twist small, big, or multiple? And are these distinctions really
important? And are twists important? If so, can they be avoided?

C

Figure 4.12: Curve with “ear-like” twists.

3. The curve in Figure4.11is not a circle, but can be transformed into a circle bystretching, bending, pulling, etc. Nocutting,
tearing, or pastingis necessary (whatever the precise meanings of these terms are).

4. The same is true of the curveC in Figure4.12, although you may need to make a model to visualize it (simplyuntwist the
ears to begin).

5. Now, add a circleA to the configuration passing through the ears to obtain the curve in Figure4.13

Make a model and check that the resulting configuration will not come apart without cutting or tearing. But note that our
curve with ears,C, went through A and then through A backwards.

In other words, our twisted curve has formulaAA−1. But it doesn’t reduce to 1. What went wrong? In terms of our casual
language, we allowed twists, not paying attention to our earlier warning to avoid knots and twists. But we still don’t know what
a twist is. If we remove the circleA, our twisted curveis not distinguishable from any other curve according to ourusage of the
term curve. But, in the presence ofA, its linking properties withA are quite different from the linking properties of an untwisted
curve with formulaAA−1.
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A

C

Figure 4.13: IsC= AA−1?

The point to these remarks is to make it clear that something we hadn’t really come to grips with enters here. Our work isn’t
wasted. We can still construct our configurations if we canavoid knots and twistswhatever that may mean. But, for a precise
mathematical development, one would have to know what the terms mean and also how to deal with them mathematically.

4.11.5 Now what?

For our purposes it was easier simply to ignore the troublesome issues we have identified and possibly other issues we missed. If
these can’t be addressed, the status of our work is that we made a plausibility argument, but have not provided a rigorous proof.
Maybe we (or someone else) can make our proof rigorous or find another proof. Or show that our result is false, perhaps by
showing no configuration of some specific size is possible.
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What is the current status of the problem? The original work in this area dates back to paper by Hermann Brunn (1862–
1939), in 1892. Brunn constructedn–(n−1) configurations. He acknowledged that his work was not rigorous. The considerable
technical machinery necessary to handle such problems rigorously had not yet been created. But, because of his originalpaper,
today ann–k configuration is called ann–k Brunnian link.

In 1961, Hans Debrunner did provide a rigorous proof or Brunn’s result. And, he rigorously proved the existence of alln–k
configurations! Phew!

Then, in 1969, David Penney (see item [6] in our bibliography) provided a much simpler rigorous proof of the existence of all
n–k configurations. Our chapter provides an intuitive, nonrigorous development leading to Penney’s formulation. Penney’s paper
was only two pages long. It did not involve discovery of the solution. It used mathematical induction to verify that the solution
via compound commutators works. He had to discover this somehow (perhaps along the lines of our development) but the actual
paper was only a verification of a formula he had discovered.

This progression is common in mathematics. Someone discovers a result and proves it. Perhaps the proof is not rigorous.
Someone else provides a rigorous proof. Then yet another mathematician finds a much simpler proof.
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4.12 Answers to problems

Problem 165, page 229

You probably answered this without difficulty. You simply constructed three curves with each of the three pairs linked asshown
in Figure4.14.

Figure 4.14: The three curves are linked in pairs.

Compare Figure4.14with the Borromean rings of Figure4.1. Observe that, in Figure4.1, the entire configuration is linked,
but no pair of curves is linked. Here, each pair of curves is linked.

Figure4.15shows a different solution for this same problem made with a “shoelace” model. Comparing the solutions given in
Figure4.14and Figure4.15we see that, had we chosen to make the shoelace go “backwards”through the second circle (instead
of forwards as here) we would have constructed the same configuration in both. Should we have a language to describe backwards
and forwards? (See Section4.1.7for the answer to this question.)
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Figure 4.15: A shoelace model of a 3–1 configuration.

Problem 166, page 230

This is a bit harder than Problem165 without cheating and looking at the Borromean rings for guidance, but you may have
succeeded by reasoning more or less along the following lines. We may as well begin with two separated circles (as indicated
below).
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Figure 4.16: Start with two separated circles for Problem166.

We now wish to “weave” a third curve through the two separatedcircles in such a way that the conditions of the problem
are satisfied. That is our third curve (the “shoelace” if we made a model as suggested) must weave through the other two so that
removal of one of the three curves causes the configuration to“fall apart.” This must be true no matter which of the three curves
is removed. It must also be true that the entire configurationof three curves “hangs together.”

Now it is clear that, no matter how we weave in the “shoelace,”removal of it will cause the other two curves to fall apart.
(They are already separated.) Our task is to do the weaving insuch a way that, if we removed either of the other two curves, the
remaining one and the shoelace can be separated without cutting or tearing.

Once we understood this much, we could experiment with our shoelace and we might well arrive at a configuration such as
the one in Figure4.17.



270 CHAPTER 4. LINKS

X Y
Z

Figure 4.17: Weave the curve through the circles.

Let’s see what happens with this configuration.

1. If we cut away the shoelace, the remaining two curves are already separated.

2. If, instead, we cut away the curve on the right as in Figure4.18, the shoelace is draped over the remaining curve near the
point X. If we hold the shoelace atX and pull, voilà, we have effected the separation.
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X

Figure 4.18: Cut away the circle on the right.

3. Similarly, if we cut away the curve on the left as shown in Figure4.19, the shoelace is draped over the remaining curve in
such a way that if we hold the shoelace with one hand near the point Y and with the other hand near the pointZ and pull,
once again, voilà!
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Y
Z

Figure 4.19: Cut away the circle on the left.

Can you visualize all that? Perhaps you need the model.

Problem 167, page 231

If you think it possible, look again at the reasoning that ledto the construction of the 3–2 configuration to see if there isany
discernible pattern that could be of some help. And use your model.

It is too hard to rely on a picture. It is much easier to experiment with three rings and a shoelace. If, on the other hand, you
think it is not possible, try to discover some basic irreconcilable difficulty (as you did with the tiling problems in Chapter 1).
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Problem 168, page 233

Figure4.20illustrates5 a curve (using the model) that is described by the expressionAbBABb.

Figure 4.20:AbBABb.

5Photos courtesy of Curry Sawyer.
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Figure4.21illustrates a curve described by the expressionABBbAb.

Figure 4.21:ABBbAb

Problem 169, page 233

The first two expressionsBABbAb andAbBABb from Problem168give rise to 3–2 configurations. These are really essentially the
same as the description we gave before with the roles ofA andB reversed or the directions we chose as positive changed.

Problem 170, page 233

The last three expressionsAAbBBb, AAAbAb, andABBbAb result in configurations that can be separated with no more than a “pull.”
(No cutting or tearing necessary.)

Problem 171, page 233

When an action is undone immediately (as inAAbBBb, AAAbAb, andABBbAb) it is as if the action had not been accomplished
in the first place. Note how this can happen in stages. For example, in ABBbAb the elementA is not undone until later, butB is
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undone at the first opportunity and that allowsA to be undone too. This is necessarily vague (at this stage). Part of what we shall
be doing is to make it more precise.

Problem 172, page 234

Yes. Taking the left ring asA and the right ring asB, the shoelace has the formulaABAbBb. So it is a 3–2 configuration.

Problem 173, page 234

If you have not constructed the 4–3 configuration yet, try again. Try to use what you have learned from Problem171)

Problem 174, page 236

Check, using the ordinary rules of arithmetic, that each of the expressions

AAb, BBb, AbA, BbB, ABbBAb, andAAAAbAbAb

is equal to 1.

Problem 175, page 236

Check, using the ordinary rules of arithmetic, that each of the expressions

A, ABBb, AAbA, andBAAbBbA

is the same asA.

Problem 177, page 238

Check that
ABC=⇒ AC

ABCA−1B−1C−1 =⇒ ACA−1C−1
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ABA−1B−1 =⇒ 1

both algebraically and by thinking about what is really going on.

Problem 179, page 240

If, in the 4–3 configuration, we letX represent the curve

X = ABA−1B−1

then the 4–3 configuration takes the form
XCX−1C−1.

It’s just like the 3–2 configuration except thatX represents more than just a single link.

Problem 180, page 240

A construction is given in Section4.4, but you should try before reading on. To do this construction you must first indicate the
starting set-up, and then give an expression for the action of the fifth curve (the shoelace).

You will have to verify that no matter which of the five curves is cut away, the result is 1. Also, you should check that if no
curve is cut away, the entire configuration hangs together. Unless you have a very good model, you will find it difficult actually
to construct it physically.

Problem 182, page 244

The 6–5 configuration is constructed by beginning with 5 separated curvesA, B, C, D, andE and winding the sixth curve through
the given five according to the expression

((((A,B),C),D),E).

Note, as before, that replacing any of the lettersA, B, C, D or E by l causes the entire expression to reduce to l. Note also that the
shoelace must go through 46 winds to complete its task.
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Problem 183, page 244

That((1,B),C) = 1 follows from the reduction

((1,B),C) = (1,B)C(1,B)−1C−1

= 1B1−1B−1CB1B−11−1C−1 = BB−1CBB−1C−1 = 1.

Here we have used the fact that 1−1 = 1. Make sure you follow the above computations and fill in whatever steps are missing.

Problem 186, page 245

Problem186and Problem187are straightforward computations, but you may need to work out the details for Problem188.

Problem 188, page 245

SupposeXY=YX. By definition
(X,Y) = XYX−1Y−1

and this is the same asYXX−1Y−1 because we are assuming for the problem thatXY = YX. Thus, putting this all together, we
have

(X,Y) = XYX−1Y−1 =YXX−1Y−1 = 1.

On the other hand, if(X,Y) = 1, thenXYX−1Y−1 = 1. Thus
(

XYX−1Y−1)(YX) = 1(YX) =YX

while, it is also true that
(

XYX−1Y−1)(YX) = XYX−1Y−1YX= XY.

HenceXY=YX. Make sure you understand each step of the argument above.

Problem 189, page 247

To answer this problem, we need to know what we are looking for. We will eventually have four curvesA, B, C, andD. The
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breaking point for the 4–2 configuration is 2. Thus each pair of curves must be separated, but each group of three curves must
hang together. Another way to say this is that each group of three curves must form a 3–2 configuration. For in that case, thethree
curves will hang together, but removal of one more curve willcause the two remaining curves to fall apart. Thus, the thirdcurve
C should form a 3–2 configuration withA andB. This gives rise to the formula(A,B) for C.

Problem 190, page 247

We first observe that the formula must have the quality that removal of a single letter leaves a 3–2 configuration. For in that case,
removal of a second letter will cause the expression to collapse. Thus, you may expect there to be some symmetry in the roles of
A, B, andC in the expression. Some students in the class suggestedABCA−1B−1C−1 for the fourth curve D. Let us verify that this
gives the desired result.

If we remove We arrive at
A BCB−1C−1

B ACA−1C−1

C ABA−1B−1

Each of these three resulting configurations is a 3–2 configuration. If we removeD, the curve we have just added, we arrive
at the 3–2 configuration formed byA, B, andC. And that’s just what we wanted.

Here is another expression you may have tried for D:

(A,B)(A,C)(B,C).

Why is that a natural expression to try? Well, we want removalof a single curve to result in a 3–2 configuration for the remaining
curves. Algebraically, this is tantamount to the conditionthat removal of a single letter (more precisely, replacing the letter by 1),
results in an expression for a 3–2 configuration. Let’s check.

• If we replaceA by 1:
(A,B)(A,C)(B,C) =⇒ (1,B)(1,C)(B,C) = 11(B,C) = (B,C).
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• If we replaceB by 1: (A,B)(A,C)(B,C) =⇒ (A,C).

• If we replaceC by 1: (A,B)(A,C)(B,C) =⇒ (A,B).

Make sure you understand these computations.

Problem 191, page 247

The first solution,
ABCA−1B−1C−1

has six winds. The second(A,B)(A,C)(B,C) has twelve winds. So the first is simpler and more efficient. And that’s certainly a
desirable quality.

Another desirable quality is that the construction give insights that are useful to further construction. For example,the 3–2
configuration gave insights to the 4–3 configuration which inturn helped us see how to construct the 5–4 configuration. Does
either of the constructions of the 4–2 configuration help us see how to construct, for example, a 5–2 configuration? To find out
the answer to this question, look at Problem192–Problem194in Section4.6.3.

Problem 192, page 247

Since the break-point of a 5–2 configuration is at “2” we beganwith two separated curvesA andB. Following the reasoning of
Section4.6.2we see thatC should be added so thatA, B, andC together form a 3–2 configuration. ThenD should be added so
thatA, B, C, andD form a 4–2 configuration. Finally we addE. Let us see what our two solutions to the 4–2 configuration have
to offer.

It is convenient to use a chart that gives complete directions for the construction. These directions should be such thata skilled
worker who understands our notation would be able (at least in principle) to make a model. Begin with two separated curves, A
andB. First attempt:
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Add Formula Resulting Configuration
C (A,B) 3–2
D ABCA−1B−1C−1 4–2
E ABCDA−1B−1C−1D−1 ?

Does the addition ofE give rise to a 5–2 configuration? We need only check that removal of a single letter gives rise to a 4–2
configuration. For example, removal ofA gives rise to the expression

BCDB−1C−1D−1

so that the curvesB, C, D, andE form a 4–2 configuration. Similar computations show that removal of any other single letter
gives rise to a 4–2 configuration so the construction works. The curveE has only eight winds. Pretty efficient—we couldn’t
possibly get by with fewer. (Why?) What about our other construction of the 4–2 configuration? Does that give any insights?
Let’s try to see what is involved.

The expression for D in that construction was
(A,B)(A,C)(B,C).

This construction succeeded because removal of any of the three lettersA, B, or C (more precisely, replacing the letter with 1)
gave rise to a simple commutator. This represents a 3–2 configuration. We should observe that the expression was obtainedby
combining the three lettersA, B, andC in pairs in all possible ways:A with B, A with C, andB with C. If we extended this idea,
we would arrive at the following description of a configuration. Begin with two separated curves,A andB.

Add Formula Resulting Configuration
C (A,B) 3–2
D (A,B)(A,C)(B,C) 4–2
E (A,B)(A,C)(A,D)(B,C)(B,D)(C,D) ?

Is this a 5–2 configuration? As before, we must show that replacing a single letter with l causes the expression to reduce toa
4–2 configuration. If, for example, we replace the letterA with l, we arrive at

(1,B)(1,C)(1,D)(B,C)(B,D)(C,D),
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which reduces to(B,C)(B,D)(C,D), a 4–2 configuration formed by the remaining four curvesB, C, D andE. A similar analysis
shows that the same is true if we replace any of the other letters with 1: we always arrive at a 4–2 configuration for the remaining
curves.

This solution is less efficient than the preceding one. In this case, the curve E has twenty-four winds. The last solution
required only eight winds forE.

Problem 193, page 247

The 6–2 configuration involves no new ideas. We can extend either method that we have already used. For the first method, we
would wind the sixth curve F through the 5-2 configuration already constructed according to the formula

ABCDEA−1B−1C−1D−1E−1.

Ten winds in all.

Problem 194, page 247

The second method gives rise to this formula forF:

(A,B)(A,C)(A,D)(A,E)(B,C)(B,D)(B,E)(C,D)(C,E)(D,E).

Forty winds in all.

Problem 195, page 248

If you did the reasonable thing and tried to extend the efficient method described in Problem189and Problem190for the 4–2,
5–2, and 6–2 configurations, you probably ran into difficulty.

Basically, what allowed that method to be so efficient is thatthe formula for the 3–2 configuration involves only simple winds
and inverses: we don’t have to undo anything more complicated than a single wind. For example, in the expression

ABA−1B−1,

A−1 undoesA, B−1undoesB. Thus, the expression
ABCA−1B−1C−1
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allows removal of a single letter to result in a 3–2 configuration, as required in a is 4–2 configuration.
Now, with the 5–3 configuration, we are faced with something more complicated. Removal of a single curve must give rise

to a 4–3 configuration. And in the 4–3 configuration some of the“undoings” undo commutators, not just simple winds. For
example, in the expression

ABA−1B−1CBAB−1A−1C−1,

to undoC is simple, but to undoABA−1B−1 requires the more complicated expressionBAB−1A−1.
Perhaps you found a way of doing it. But does it offer any insights that will be useful in constructing more complicated

configurations? Our second method was less efficient than ourfirst in constructing configurations which had the breaking point
at “2.” But it did offer a clearer pattern for further construction.

For example, to construct the 5–2 configuration, the fifth curve, E followed a formula which played no favorites with respect
to the lettersA, B, C andD. It simply took all pairs of those four letters, formed the simple commutators on them, and followed
one-after-another:

E : (A,B)(A,C)(A,D)(B,C)(B,D)(C,D).

Removal of a single curve resulted in a 4–2 configuration as desired.
This suggests that the fifth curve of the 5–3 configuration could follow a formula which played no favorites with respect to

the lettersA, B, C andD, takes all triples of those letters, forms compound commutators on them, and follows one-after-another.

E : ((A,B),C)((A,B),D)((A,C),D)(B,C),D).

Let’s check. Removal of a single curve should result in a 4–3 configuration. If we removeA, for example, we arrive at
((B,C),D), which does represent a 4–3 configuration using the curvesB, C, D andE.

The same result occurs, of course, if any other curve is removed. We shall not carry out a full computation here. We merely
observe that, for example,((1,B),C) = 1 (see Problem183).

Problem 198, page 248

The answer is given in Example4.8.1.
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Problem 199, page 252

A50 : ∏
i1<i2<···<i33<50

((. . . ((Ai1,Ai2),Ai3), . . . ),Ai33).

Problem 200, page 252

There are 11,592 winds in the eleventh curve in an 11–5 configuration. There are 252 commutators on 5 letters chosen from the
10 lettersA1, . . . ,A10. Each such commutator has 46 winds, as we saw in Section4.4.3.



Appendix A

Induction

The story is told1 that when the great mathematician Karl Friedrich Gauss (1777–l855) was a child, his teacher asked the pupils
to add up all the integers from l to l00, (perhaps as punishment for talking in class). Within a few seconds, Gauss came up with
the answer, 5050.

Here is how Gauss achieved this so quickly. He reasoned as follows. Set up the sum

S = 1 + 2 + 3 + . . . + 99 + 100
S = 100 + 99 + 98 + . . . + 2 + 1
2S = 101 + 101 + 101 + . . . + 101 + 101

So twice the sum is 100×101 and the sum must be 5050.
The same technique could be used to show that for every positive integer

1+2+3+ ...+n=
n(n+1)

2
. (A.1)

Suppose, now, that we hadn’t spotted this clever proof but nonetheless had begun to suspect some kind of formula would be
true. We might experiment (with small values ofn) as we did in all the problems we attacked, and guess the formula (A.1). We

1The same story has been told about many different mathematicians. But it may be true in the case of Gauss.

285



286 APPENDIX A. INDUCTION

can then easily check the formula forn= 1,2,3, . . . up to quite large values. How far should we go in this process until we are
convinced the formula is indeed true?

The answer is that no amount of checking constitutes a proof for all values ofn. A mathematical proof requires a verification
for everyvalue ofn, and checking a few million special cases does not prove the rest.

One way to verify that the formula works for all values ofn uses the notion ofmathematical induction, which we discuss in
this Appendix. We shall see that this technique is useful in many parts of mathematics. In fact, mathematical induction figures
frequently in our problems dealing with Pick, Nim, and Links.

A.1 Quitting smoking by the inductive method

Before applying induction to proving some mathematical statements let us try to get a sense of the method in an every-day setting.
Suppose a person who wished to stop smoking knew that if he (orshe) could stop for just one whole day, he could be sure to
avoid smoking for the very next day. If that were true, then, in fact, he could certainly stop smokingforever, if only he could stop
for a single day. This would get him started: each day that he did not smoke would lead to the next smoke-free day.

In connection with our formula (A.1) we could argue similarly. Suppose one can verify that (A.1) is valid for n= 1. (That’s
like being able to stop smoking for that one day). And supposewe could prove thatif the formula is truefor any particular positive
integern, then it must be true for the next integern+ 1. (That’s the analog ofknowingthat if he can go any full day without
smoking, he can certainly go one more). If we can do that, thenwe will have proved the validity of (A.1) for all positive integers.

A.2 Proving a formula by induction

Let us return to the task of proving the formula that Gauss discovered on his own.

1+2+3+ · · ·+(n−1)+n=
n(n+1)

2
.

An easydirect proof of this would follow Gauss’s idea. LetSbe the sum so that

S= 1+2+3+ · · ·+(n−1)+n
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or, expressed in the other order,
S= n+(n−1)+ (n−2)+ · · ·+2+1.

Adding these two equations gives

2S= (n+1)+ (n+1)+ (n+1)+ · · ·+(n+1)+ (n+1)

and hence
2S= n(n+1)

or

S=
n(n+1)

2
,

which is the formula we require.
Suppose instead that we had been unable to construct this proof. Lacking any better ideas we could just test it out forn= 1,

n= 2, n= 3, . . . for as long as we had the patience. Eventually we might run into a counterexample (proving the theorem is false)
or have an inspiration as to why it is true. Indeed we find

1=
1(1+1)

2

1+2=
2(2+1)

2

1+2+3=
3(3+1)

2
and we could go on for some time. On a computer we could rapidlycheck for several million values, each time finding that the
formula is valid.

If the computer ever finds a counterexample (justoneinstance where the formula fails) then that would be a proof that it is a
false formula..

But what if the computer never finds a counterexample, if the formula proves to be correct after hours of checking? Is this a
proof? If a formula works this well for untold millions of values ofn, how can we conceive that it is false? We would certainly
have strong emotional reasons for believing the formula if we have checked it for this many different values, but this would not
be a mathematical proof.
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Instead, here is a proof that uses the same method of induction that we had the smoker use to quit his habit.
Suppose that the formula does fail for some value ofn. Then there must be a first occurrence of the failure, say for some

integerN. We knowN 6= 1 (since we already checked that) and so the previous integerN−1 does allow a valid formula. It is the
next one,N, that fails. But if we can show that this never happens (i.e.,there is never a situation withN−1 valid andN invalid),
then we will have proved our formula.

For example, if the formula

1+2+3+ · · ·+m=
m(m+1)

2
is valid, then

1+2+3+ · · ·+m+(m+1) =
m(m+1)

2
+(m+1)

=
m(m+1)+2(m+1)

2
=

(m+1)(m+2)
2

,

which is indeed the correct formula forn= m+1. Thus there never can be a situation in which the formula is correct at some
stage and fails at the next stage. It follows that the formulais always true. This is a proof by induction.

A first occurence of the failure? Our discussion in this section appealed to an idea that needsto be made precise. If our
smoker (using induction to quit) had failed in the attempt, then there must be a first day where he had a smoke. That seems
obvious enough. If we apply (as we did) the same reasoning to the formula

1+2+3+ · · ·+m=
m(m+1)

2
,

then it again seems obvious that either the formula is valid for all mor else there is a first value ofm for which it fails.
There is a subtle difference between the two situations. Thesmoker will not live forever (especially if he resumes smoking).

But the formula might have an infinite number of values ofm for which it is or is not true. Claiming that there is a first case of
failure among the infinite possibilities is a deeper statement and is not as obvious as it appears or as we made it appear.

In fact the principle of induction is equivalent to this notion of a “first failure” and in more advanced mathematics courses
these principles need to be proved. In Problem211 below we ask the reader to prove that the two ideas are equivalent, but we
cannot, in an elementary course, ask the reader to prove thatthey are true.
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A.3 Setting up an induction proof

This may be used to try to prove any statementP(n) about an integern. We wish to prove that the statements

P(1),P(2),P(3), . . . ,P(n), . . .

(all of them)are true.
Here are the steps:

Step 1 Verify the statementP(n) for n= 1.

Step 2 (The induction step) Show that whenever the statement is true for any positive integerm it is necessarily also true for the
next integerm+1.

Step 3 Claim that the formula holds for all integersn≥ 1 by the principle of induction.

A.3.1 Starting the induction somewhere else

An inductive argument is, on occasion, somewhat more convenient if the statements are labeled differently. Thus instead of
wanting to prove the statements

P(1),P(2),P(3), . . . ,

we might want to prove the statements
P(0),P(1),P(2),P(3), . . .

or even,
P(3),P(4),P(5), . . . .

There is nothing new here, just a different use of labels. Induction proceeds in the same way. For example here is the scheme
that we would use to prove that each of the statements

P(0),P(1),P(2),P(3), . . .

is true.

Step 1 Verify the statementP(n) for n= 0.
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Step 2 (The induction step) Show that whenever the statement is true for any integerm≥ 0 it is necessarily also true for the next
integerm+1.

Step 3 Claim that the formula holds for alln≥ 0 by the principle of induction.

A.3.2 Setting up an induction proof (alternative method)

An alternative format may also be used to try to prove any statementP(n) made about an integern. In this version we do not go
from stepm to stepm+1. Instead we may rely uponall of the stepsfrom 1, 2, . . . , up tom itself to help verify stepm+1. As
before, we wish to prove that the statements

P(1),P(2),P(3), . . . ,P(n), . . .

(all of them)are true.
Here are the steps:

Step 1 Verify the statementP(n) for n= 1.

Step 2 (The induction step) Show that whenever the statement is true for all positive integers 1, 2, . . . ,m it is necessarily also
true for the next integerm+1.

Step 3 Claim that the formula holds for alln≥ 1 by the principle of induction.

Note that the induction step is different in this method. Whereas before we assumed thatP(m) was true and fashioned a proof
thatP(m+1) should then be true, here we assumed more. We assumed that allof the statements

P(1),P(2),P(3), . . . ,P(m)

are true, and then we found a proof thatP(m+1) should be true.

Example A.3.1 There were many possible uses of induction in Nim. For example, in 2–pile Nim we asserted that positions of
the form(n,n) were all balanced. We shall prove this now using the alternative method of induction.

For each integern= 0,1,2,3, . . . we letP(n) be the statement that the position(n,n) is balanced in a 2–pile Nim game. The
induction starts atn= 0 and the needed steps are:
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1. We proveP(0) is true.

2. We prove that ifP(k) is true whenever 0≤ k≤m, thenP(m+1) is true.

Then we know, by induction, thatP(n) is true for all integersn≥ 0.
Here we begin our induction atn= 0. Now,P(0) is the statement that the position(0,0) is balanced. This is true since the

final position in a Nim game is always balanced.
To verify the induction step, suppose thatP(k) is true whenever 0≤ k≤m. Consider the game(m+ 1,m+ 1). Any move

from this position results in a game(k,m+1) or (m+1,k) where 0≤ k < m+1. By removing sticks from the remaining pile
containingm+ 1 sticks we can obtain the position(k,k). This position is balanced (by the assumption thatP(k) is true for all
0≤ k≤m). We have shown that whatever move our opponent makes in the game(m+1,m+1), we can respond with a balancing
move. Thus(m+1,m+1) is balanced; i.e. P(m+1) is true, as was to be proved.

You may have noticed that we needed the full Induction Hypothesis thatP(k) is truefor all 0≤ k≤m in order to verify that
P(m+1) is true. In many of the other applications of an inductive argument it was enough to assume only thatP(m) was true in
order to prove that P(m+1) is true. ◭

In the exercises you are asked for induction proofs of various statements. You might try to give direct (noninductive) proofs
as well. Which method do you prefer?

Problem 203 Prove by induction that for every positive integer n,2n > n.

Problem 204 Formulate the example of the person who wished to give up smoking in the language of Mathematical Induction.
That is, what are the statements P(n) for n= 1,2,3, . . .?

Problem 205 Prove by induction that for every n= 1,2,3, . . . ,

12+22+32+ · · ·+n2 =
n(n+1)(2n+1)

6
.

Answer

Problem 206 Compute for n= 1, 2, 3, 4 and5 the value of

1+3+5+ · · ·+(2n−1).
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This should be enough values to suggest a correct formula. Verify it by induction.

Problem 207 Prove by induction that for every n= 1,2,3, . . . the number

7n−4n

is divisible by3.

Problem 208 Prove by induction that for every n= 1,2,3, . . .

(1+x)n≥ 1+nx

for any x> 0.

Problem 209 Prove by induction that for every n= 1,2,3, . . .

1+ r + r2+ · · ·+ rn =
1− rn+1

1− r
for any real number r6= 1.

Problem 210 Prove by induction that for every n= 1,2,3, . . .

13+23+33+ · · ·+n3 = (1+2+3+ · · ·+n)2.

Problem 211 Show that the following two principles are equivalent (i.e., assuming the validity of either one of them, prove the
other).

(Principle of Induction) Let S be any set of positive integers such that:

1. 1 belongs to S.

2. For all integers n, if n is in S, then so is n+1.

Then S contains every positive integer.
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and

(Well Ordering of N) If S is a set of positive integers and contains at least one element, then S has a first element
(i.e., a minimal element).

Answer

Problem 212 (Birds of a feather flock together)Any collection of n birds must be all of the same species.
Proof. This is certainly true ifn= 1. Suppose it is true for some valuem. Take a collection ofm+1 birds. Remove one bird and
keep him in your hand. The remaining birds are all of the same species. What about the one in your hand? Take a different one out
and replace the one in your hand. Since he now is in a collection of mbirds he must be the same species too. Thus all birds in the
collection ofm+1 birds are of the same species. The statement is now proved byinduction. [Criticize this “proof.”] Answer

Problem 213 In ExampleA.3.1we proved that all Nim games of the form(n,n) are balanced. Use that fact and induction to
prove that a 3-pile Nim game of the form(1,b,c) is balanced if b is even and c= b+1.

Problem 214 The inequality
2n+1 > 2n+2n−1+ · · ·+21+20

has been used in our analysis of the game of Nim. Verify it by induction. Answer

Problem 215 Prove using induction: For every positive integer n,

2n+1−1= 2n+2n−1+ · · ·+2+1.

(Thus, for example24−1= 23+22+2+1.)
The problem shows that the largest binary numeral with a fixednumber of bits is one less than the smallest having one more

bit, e.g.,
10000−1= 1111(base 2).

Problem 216 What is the corresponding statement for base ten of the statement in Problem215?
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Problem 217 In Problems183, 183and185in the Chapter on Links we showed that if A (or B or C ) = 1, then

((A,B),C) = 1.

Use induction to prove that if a single letter in a commutatorof order n (that is, a commutator on n letters) is replaced with a
1, the entire commutator reduces to 1. Answer

A.4 Answers to problems

Problem 205, page 291

Check forn= 1. For Step 2 assume that

12+22+32+ · · ·+m2 =
m(m+1)(2m+1)

6
is true for some fixed value ofm. Using this assumption (called the induction hypothesis inthis kind of proof), try to find an
expression for

12+22+32+ · · ·+m2+(m+1)2.

It should turn out to be exactly the correct formula for the sum of the firstm+1 squares. Then claim the formula is now proved
for all n by induction.

Problem 211, page 293

To prove that these two principles are equivalent we must show that we can prove each of them if we are allowed to assume the
other. For example, here is a proof that the principle of induction is valid on the assumption that the setN is well-ordered.

Suppose thatS is a set of positive integers such that:

1. 1 belongs toS.

2. For all integersn, if n is in S, then so isn+1.
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Then we wish to prove thatScontains every positive integer. Suppose that it does not contain every positive integer and letT be
the set of positive integers that are not contained inS. By our assumption,T is a nonempty set. Therefore by the well ordering of
N we know that it has a first element, sayx.

Doesx= 1? No, because we know by Statement (1) that 1 is inS, not inT. Thereforex−1 is a positive integer that does not
belong toT and so must belong toS. Statement (2) above then assures us that(x−1)+1 must belong toS. This is impossible
because(x−1)+1= x is the first element ofT. From that contradiction we see thatSmust indeed contain every positive integer.

Now try proving the opposite direction: assume that the principle of induction is valid and show that every nonempty set of
positive integers must have a first element.

Problem 212, page 293

The induction step (Step 2) requires us to show that if the statement form is true, then so is the statement form+1. This induction
step must be true ifm= 1 and ifm= 2 and ifm= 3 . . . , in short, for allm. Check the induction step form= 3 and you will find
that it does work; there is no flaw. Check the induction step for m= 4 and again you will find that it does work.

But does it work for allm≥ 1? Well yes and no. Yes form= 3, m= 4, m= 5, . . . , but no form= 1 andm= 2.

Problem 214, page 293

To do this, letP(n) be the statement:
P(n) : 2n+1 > 2n+2n−1+ · · ·+21+20.

Our first step is to show that
P(1) : 22 > 21+20

is true. But this amounts only to checking that 4> 3.
Suppose now – the induction hypothesis – thatP(m) is true. Thus (withmsome fixed positive integer) we are assuming that

P(m) : 2m+1 > 2m+2m−1+ · · ·+21+20

is a true statement.
We wish to show that the statementP(m+1) is true, i.e., our goal is to prove that

P(m+1) : 2[m+1]+1 > 2[m+1]+2[m+1]−1+ · · ·+21+20
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is a true statement. We can do this by using our induction hypothesis.
Check that

2m+2 = 2(2m+1)> 2(2m+ · · ·+21+20),

because of the induction hypothesis. Note that both sides ofthe inequality are even numbers. It follows that

2m+2 > 2m+1+ · · ·+22+21+20.

This is exactly the statementP(m+ 1) and so that statement is true. The inequality now follows by induction for all values of
n= 1,2,3, . . . .

Problem 217, page 293

P(n) now becomes the statement:

P(n): A commutator onn letters of which one (letter) is 1 reduces to 1.

We used this result in Example4.8.1without proving it.
We start withn= 2, since simple commutators involve 2 letters.

P(2): (1,B) = 1B1−1B−1 = 1 and(A,1) = A1A−11−1 = 1.

so Step 1 is verified.
SupposeP(m) is true, withm> 2. A commutator onm+1 letters has the form

(. . . ((A1,A2),A3), . . . ,Am),Am+1).

If any of the lettersAi,(i = 1, . . . ,m) is replaced by a 1, this collapses to the form(1,Am+1) = 1, sinceP(m) is true andP(2) is
true.

If Am+1 is replaced with 1, we arrive at

(. . . ((A1,A2),A3), . . . ,Am),1) =

(. . . ((A1,A2),A3), . . . ,Am)1(. . . ((A1,A2),A3), . . . ,Am)
−11−1 = 1
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sinceP(m) is assumed true.
Thus, no matter which of the lettersA1,A2, . . . ,Am+1 is replaced by a 1, the entire configuration reduces to 1. Thiscompletes

Step 2.
It follows thatP(n) is true for all positive integersn≥ 2.
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